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Resumo: Probabilizagdo é uma operagdo que transforma um sistema logico (sis-
tema base) num sistema enriquecido com caracteristicas probabilisticas (sistema
probabilizado). Esta operagao é denominada exdgena, se a sintaxe e a semantica da
logica de base forem preservadas, e é denominada endogena caso esta condi¢ao nao
se verifique. Nesta dissertacao estuda-se esta operacao num contexto mais geral,
introduzindo-se a nogao de combinacao exogena de logicas. Neste ambito, sao obti-
dos resultados gerais sobre transferéncia de metapropriedades. Capitalizando nestes
resultados, analisa-se o caso particular da probabilizagao exégena, onde completude e
decidibilidade sao abordadas. Estes problemas sao também analisados relativamente
ao sistema obtido por probabilizacao e globalizacao. Para além disso, mostra-se a
aplicabilidade desta técnica no estudo da quantizagao de sistemas logicos. Por 1l-
timo, aplicam-se estas técnicas gerais a exemplos relevantes. Em particular, estuda-
se uma probabilizagao da logica temporal linear e uma temporalizagao de uma logica
probabilistica formulada como combinagao exogena.
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Probabilization of Logic Systems

Abstract: Probabilization is an operation that takes a logic system (the base sys-
tem) and returns an enrichment with probability features (the probabilized system).
The operation is called exogenous if both the syntax and semantics of the base logic
are preserved, and is called endogenous otherwise. In this dissertation we inves-
tigate this operation in a general setting by introducing the notion of exogenous
combination of logics. General results on the transference of metaproperties are
obtained. Capitalizing on the previous results, we study the particular case of ex-
ogenous probabilization, where completeness and decidability are addressed. We
consider the system obtained from probabilization and globalization, and the same
problems are solved. Furthermore, we show the applicability of our technique also in
the study of quantization of logic systems. Finally, we apply the general techniques
developed above to useful examples. In particular, we analyze a probabilization of
linear temporal logic and the temporalization of a probabilistic logic viewed as an
exogenous combination.

Keywords: Exogenous Combination of Logics, Probabilistic Logics,
Stochastic Systems, Quantum Systems, Model Checking, Probabilization.
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Chapter 1

Introduction

There are numerous applications in science and engineering where reasoning
about probabilistic behavior is necessary. In computing, applications include proba-
bilistic algorithms [LR81|, modeling and verification of computer and security proto-
cols. The properties of probabilistic programs in particular have been studied using
many different approaches [SPH84. BK98, LMOWOS, [CCEMS07|, and it is widely
accepted that the development of formal logics for reasoning about such programs is
highly beneficial [HSP83, HKNP06| [Zap08|, allowing designers and users of systems
to formulate properties which the programs may or may not satisfy.

The relationship between probability and logic is primordial, and dates from
the fundamental works of Carnap [Car51] and Boole [Boo54]. In the latter, the
development of the algebraic structure (Boolean algebra) of propositions is the base
for the first abstract probabilistic reasoning. Kolmogorov had defined an axiomatic
theory of probability [Kol33|, over set functions, where probabilities are extended to
countable unions (and countable intersections). In this setting, the class of events
(former propositions) is defined by the closure properties of o-fields. However, this
inductive definition of all possible events fails to provide a constructive method to
represent them, and to compute their probabilities. The work of Vardi in [Var85],
on model-checking of probabilistic programs, recovers the original ideas of Boole. In
Vardi’s work, linear temporal properties, described by formulas, are used to define
path-events of Markov chains, and its probabilities are computed using automata-
theoretical techniques. In this case, the fixpoint semantics of the linear temporal
operator “until” is crucial to be able to express some events that are countable
unions.



Chapter 1. Introduction

The introduction of these ideas to the realm of logic systems, where formulas
represent probability events, bring us to the notion of probabilization of logics. In
this dissertation we will study such operation in an exogenous perspective. This
approach is characterized by keeping unchanged both syntax and semantics, of the
base logic, and “wrap” them with new structures. Furthermore, we will focus on the
transference of metaproperties such as decidability and completeness, from the base
logic to the probabilistic enrichment.

1.1 Background

The main building blocks of this thesis are a form of combining satisfaction sys-
tems, based on subsystems induced by morphisms, and the exogenous probabilistic
enrichment of satisfaction systems.

1.1.1 Combining logics

Computer science, as many other areas, has been a great source of logics, that
emerge from the necessity of reasoning about so different entities such as time, space,
knowledge, belief, actions, events, probabilities, verbal tense, among others. Such
logics come often as combination of existent and simpler logics, and as a reflection
of the combinatorial nature of its objects. Therefore, the subject of combination
of logics is thus a general framework to study such variety of systems, their com-
binatorial operations, and the transference of metaproperties such as decidability,
completeness, interpolation, etc.

In general, the usual process for combining logics takes two proof systems or two
satisfaction systems, and combines them using some technique, that is dependent
on the manner the logics are presented. In order to combine different kinds of logics,
it is usually required to present or translate the logics into a common framework.
The combination technique yields a new logic in which the language is a “mixed”
of both languages, and in this sense “extends” both logics. And such extension is
commonly required to preserve validity.

The first work on combination of logics appears in the context of modal logics,
[Seg73, [SheT78| [Tho84! [Gabh96|, where several semantical techniques were introduced.
Although, such combinatorial mechanisms were too specific and limited to combine
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Kripke structures. A more general framework, called (algebraic) fibring, was devel-
oped in [SSC99| to handle the combination of a wider class of logics presented by
semantical means. This work relies heavily in the language and tools of category
theory and its universal constructions, to provide a generic framework in combining
different logics. Some other forms of combination such as temporization [FG92|, and
parametrization [SSC97|, were identified and studied as particular cases of fibring
[SSRC09, [RSS10, [SSRI0b, [SSR10a|. Thereafter, and following the same lines, many
advances were made, that tackled, for example, the combination of different kinds of
proof systems [RSSV02, [CFSS0§|, and non-truth-functional logics [CCCT03|, pro-
ducing a broad and abstract understanding of combination techniques [CCGT08|.

The use of category theory for combining logic systems [SSC99| comes from the
area of algebraic specification of software [Ehr82|, where the application of logic
reasoning offered rigorous and powerful techniques to specify and analyze computer
software [F'S88 [Spi88| [BHOS|. The growing use of generic programming and modu-
larization leaded to the necessary development of mathematical instruments to han-
dle and combine their algebraic specifications [GB84]. For example, the parametriza-
tion of abstract data types leads to the parametrization of their logics theories, and
such operation is essentially an exogenous operation, where one theory is put on top
of the other.

The exogenous approach to enriching logics has proved to be a powerful tool
to endow a logic with new reasoning primitives [Nil86l [FHM90|, IMSS05 IMS06]. A
key feature of this approach is that it allows to enrich a logic without changing its
models. Hence, as proposed in [MS06], a model of the enriched logic is defined as a
set of models of the original logic with eventually some additional structure. This
was inspired by the possible worlds semantics of modal logic [Kri63| and has also
been used, for instance, in [Nil86, [FHM90] for probabilistic logic.

1.1.2 Probabilistic logics

In the broad sense, probabilistic logic refers to any logic that incorporates in some
manner features from probability theory. The combination of logic and probability
can be motivated from both parties. From on side, probability theory capitalizes the
potential of automatic reasoning, provided by proof systems, to perform probabilis-
tic inference [NS92, [ HRWWT1]. From the logic perspective, it adds the ability to
specify properties of systems endowed with probabilistic behavior [ASB95, [BdA95].
Naturally, these two views are related since the former is usually also included in
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the latter.

Combining logic and probability has been a recurrent topic and subject to dif-
ferent ad hoc approaches [Car51l, (CHRT09, [RL99, [Hal03, HRWWT11]. Three main
problems arise. First, at the syntactic level, which terms should be introduced
that allow relevant probabilistic reasoning. Second, how to modify the semantics to
produced probabilistic models. Finally, how to accommodate reasoning about real
numbers in the proof system.

From the syntactic point of view, there are two main approaches, and in both
of them formulas are understood as probabilistic events, which have probabilities
assigned. Moreover, in most cases a new symbol is introduced to denote probability.
The first, the exogenous approach, considers that a new language layer, built on
top of the base formulas, is necessary to handle probability assertions and reason-
ing. Such layer may consist of simple inequations [Seg71, [FHM90|, or of a more
rich language with terms, operations, variables and quantification [FHM90, [Hal89].
This approach is coined exogenous since the new language is built on top, without
modifying the base formulas. On the other hand, if the base language is modified,
by adding more connectives or enriching the existent ones with probabilistic fea-
tures, it is called endogenous. Such approach is used to change probabilistically

the meaning of connectives, and in order keep a close parallelism with the original
non-probabilistic version of the logic [HJ94, BK98| [CIN05! [Zho09].

At the semantical level, the same two approaches occur. The exogenous keeps
the base models unchanged and possibly adds some relevant probabilistic structure
outside. One of such cases is that of probability distributions over a set of base mod-
els [Nil86, [FHM90]. On the other hand, the case of internal probabilistic enrichment
of a model is considered endogenous. This is the technique used in temporal logic,
when the nature of transitions is changed from non-deterministic to probabilistic

[Koz85, (194, BKO8, [CINO5).

In the case of proof systems, the technique is dictated by the kind of syntactic
enrichment used. The exogenous approach adds a new layer to the language, which
by itself may be a known logic. So, in this case, the language transformation can
be seen as a kind of parametrization. And if both logics have proof systems, the
technique is to combine such systems. For example, in [FHM90] the Hilbert calculus
of classical propositional logic is combined with the theory of linear inequations, and
in [Hal89] the same is done with first-order logic. The endogenous case follows a
different direction. Since the language is internally enriched, the algebraic reasoning
is limited, and it is necessary to include non-finitary rules, based on the Archimedean
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propriety, to overcome such limitation [Ogn06|, [Zho09].

Lately, the interest in probabilistic logics has been growing due to the impor-
tance of probability in security [GO94], and quantum logic [Fou99, [GNPOS| [Pap09].
In [MS06] a new logic was proposed for reasoning about quantum states. The logic
was designed around the exogenous key idea of adopting superpositions of classical
models as models of the quantum logic. This new approach to quantum logic se-
mantics is different from the mainstream approach [Fou99, [CGGO04], as originally
proposed by Birkhoff and von Neuman [BvN36|, that focus on the lattice of closed
subspaces of a Hilbert space.

1.2 Aims

The main aims of this thesis are:

e define and study the probabilization as an exogenous combination technique;

e study the transference of metaproperties such as soundness, completeness, and
decidability over the exogenous probabilization of logic systems;

e show how to extend such results to the quantization operation;

e apply these results to meaningful examples, and analyze the complexity of the
SAT and model-checking procedures for these examples.

1.3 Outline

This dissertation is organized in 3 more chapters, the conclusion and two appen-
dices. We now present a brief outline of each of them.

In Chapter 2, we introduced a framework to study exogenous combinations of
satisfaction systems. In this technique, the exogenous combination is defined via
morphisms. And such morphisms induce a subsystem that retains the characteristics
of the combined logic. The results obtained on transference of (weakly) complete
axiomatization and decidability are proved by providing sufficient conditions, on the
morphisms and on the systems, to ensure the transference of such metaproperties.
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In Chapter[3l we address the problem of studying the transference of metaproper-
ties over the exogenous probabilization of logic systems. First we setup the necessary
framework to handle the probabilization of a satisfaction system. Then, we capital-
ize on the results of the previous chapter, concerning exogenous combinations, and
we prove that they can be applied to this situation. Next, we extend the analysis to
probabilization and globalization. Finally, we show and motivate the applicability
of our technique also in the case of exogenous quantization.

In Chapter [4], we present some important examples to illustrate the relevance of
our results. The first example is a probabilization of classical propositional logic,
where we interpret formulas as Bernoulli random variables. By applying the generic
results obtained before, we provide a sound and (weakly) complete axiomatization,
and a SAT algorithm as well. Next, we define an endogenous probabilistic temporal
logic, built over linear temporal logic, to reasoning about probabilities of path-events
in Markov chains. Such logic extends the expressiveness of common stopping-times
events, and is widely used in verification of probabilistic systems. By establishing an
(weak) equivalence with the exogenous probabilization (plus globalization) of linear
temporal logic, we are able to present a sound and (weakly) complete axiomatization
for the endogenous counterpart. In this way we provided a proof system for one of
the most important logics in probabilistic model-checking. Finally, we construct
the temporization of the first example, the probabilization of classical propositional
logic, by applying the new technique for exogenous combinations. This example
shows how to parametrized logic systems in an exogenous manner, and yields a
sound and weakly complete axiomatization for the temporization.

In the Conclusion we make some final remarks and revise the contributions of
this dissertation. We also point out related future directions of research.

Finally, the appendices contain basic notation, definitions and results over which
we construct our work.

1.4 Claim of contributions

The contributions obtained in the scope of this thesis that we would like to stress
are:

e the establishment of a generic framework to study and handle exogenous com-
bination of logic systems, using a particular kind of morphism over satisfaction
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systems; and the settlement of sufficient condition to transference of meta—
properties;

e the analysis of the exogenous probabilization and globalization of logic sys-
tems;

e the application of these techniques to the exogenous operation of quantization;
e the study of relevant logics in probabilistic model-checking, with the introduc-

tion of weakly complete Hilbert calculus, SAT and model-checking algorithms.

The work done in this thesis appears partially in the following references: [BRS0G,
BCMS07, BMNPO7, BCMO08, BM09, BMN10, HBBM10]. The thesis presents a more
abstract perspective by using techniques of combination of logic systems.
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Chapter 2

Exogenous combination of logics

The work on combination of logics has provided generic techniques and suf-
ficient conditions for studying the preservation of metaproperties related to the
axiomatization and the semantics of logics systems [SSC99], for an overview see
[CCGT08|. The probabilistic and quantic enrichments of logic systems can be in-
vestigated among the same lines. In this case, the combination is asymmetric since
for instance in probabilization we do not want to apply the constructors of the base
logic to probabilistic formulas. In this way, both cases are related to parameteriza-
tion. This form of combining two logics systems was introduced in [CSS99, RSS10],
and generalizes the technique of temporal enrichment presented in [FG92]. The
main idea is to replace the atomic formulas of a logic (parametrized) by the formu-
las of another (parameter) logic. Many enrichments of logics are obtained in this
fashion [MS06, BCMS07, BCMO08, MRSS10]. The combination of logic systems by
parametrization is a particular case of synchronization [SSC97| and also of fibring
[SSC99|. The process of combination presented in this section is similar to synchro-
nization, although it relies strongly on the notion of morphism of satisfaction system
to constrain the combination, whereas synchronization is defined by explicitly stat-
ing constrains over the models and formulas of the systems. Our construction is
related to the parametrization of (software) specifications |[Ehr82), |(Gog96, [Fia04].

Herein we will define a general technique to handle exogenous combinations. We
define subsystems induced by morphisms, that retain the connection established by
the satisfaction condition of the morphisms, between the semantics of both systems.
The results obtained on transference of (weakly) complete axiomatization and decid-
ability are proved by providing sufficient conditions, on the morphisms and on the

13
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systems, to ensure the transference of such metaproperties. We remark that these
results are strongly motivated and shaped by the applications to probabilization and
temporization of the following chapters.

2.1 Power morphism

The usual notion of equivalence between satisfaction systems (see Definition
[B.3.13]) fails for example to established the equivalence between a satisfaction system
(L, M,IF) and the system (£, 2M,IF). To overcome this problem we need the notion
of power morphism [CMSS06].

Definition 2.1.1. A power morphism h : . — " is a pair (h, h), with h : £ — L'
and h : M’ — 2M_ such that

h(m) - iff  m - h(p) (2.1)

for all ¢ € £, and m € M’ such that h(m) not empty.

The following result is a direct consequence of the definition of power morphism.

Proposition 2.1.2. The map h : .¥ — %" is a power morphism iff it is a morphism
h: (L, 2M IR — 7, for My, = {m € M’ : h(m) # 0}.

Given the above result, we say that a power morphism is A-exhaustive (resp.
A-conservative) if the associated morphism is A-ezhaustive (resp. A-conservative),
for some A C L'. Moreover, a power morphism is called total if the associated
morphism is total.

We now rephrase the definition of equivalence for satisfaction systems.

Definition 2.1.3. The satisfaction systems . and .¥” are said equivalent, denoted

by . =g &', if there are two total power morphisms h : . — %" and b’ : . — ./
such that

p = R (h(p)) and o == R(R (v)); (2.2)
forall pe L, ¢ € L.
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The composition of power morphisms is defined as the composition of the un-
derline maps. Given power morphisms h : ¥ — . and b’ : . — ", let

My, = {m" € M" : h(h'(m")) # 0}.
For m” € My, and ¢ € L, we have that

WK (m")) I+ o iE B (m") I T(p) iff m" IF" (R ().

Hence, the composition is well behaved and yields a power morphism.

Proposition 2.1.4. Let h : . — . and b : . — & be two total power mor-
phisms that make . and ' equivalent. Then,

h(h'(m))~m and K (h(m')) ~m'

for allm € M and m’ € M’.

Proof. Let m € M and ¢ € L. Then,
KK (m)) I+ o iff B (m) IF T(p) iff m - B (R(p)) = .

Hence, h(h'(m)) ~ m. In a similar manner, we can prove that A'(h(m’)) ~m’. O

Given a satisfaction system . = (£, M, IF), let us prove that it is equivalent to
(L£,2MIF), in the sense of Definition Z.I.3l The identity map of (£, 2M 1) is clearly
a total power morphism id; : .7 — (£,2M IF). And, the identity map of .7 is, also,
a total power morphism idy : (£, 2, IF) — .. The satisfaction of Condition is
trivial, and therefore, (£, M, IF) =g (L, 2M IF).

This notion of equivalence of satisfaction systems identifies systems that have
“equivalent” entailment relations. This can be easily seen in the case of an equiva-
lence

<‘C> M> ||—> =g <'Ca M,a H_,>,

where the systems share the same set of formulas, and the maps on formulas of
power morphisms that give the equivalence are the identity. In this case, we have
that I' E @ iff ' ¥’ . This is for example the situation of intuitionistic logic with
semantics given by Kripke structures and Heyting algebras [Ryb97].

Weak forms of equivalence are possible. For example, we can ask just for preser-
vation of validity. The following notions are motivated by the finite-model property.
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Definition 2.1.5. A weak-power morphism h : ¥ — %' is a pair (h,h), with
h:L— L and h: L x M — 2M such that

h(o,m) - iff  mlI- h(p) (2.3)

for all ¢ € £ and m € M’, with h(p,m) # 0 for all p € L.

Remark that every power morphism is in particular a weak-power morphism,
with h(p,m) = h(¢,m) for all ¢, ¢ € L. As in the case of power morphisms, we
have the class My, = {m € M :Vp € L, h(p,m) # 0}.

Proposition 2.1.6. Let h : ¥ — %' be a weak-power morphism. If E ¢, then

AFE h(p), for all A C L', such that Mod(A) C My,.

Proof. Let ¢ € L be a valid formula, and m I+ A, for m € M’. Then, m € M, and

m I h(p) iff h(p,m) Ik . Hence, A E" h(p). O

The notions of exhaustive and conservative can be extended to weak-power mor-
phisms.

Definition 2.1.7. Let h:.¥ — %’ be a weak-power morphism. We say that h is

1. A-exhaustive if M, = Mod(A), for some A C L';

2. A-conservative if it is A-exhaustive and F ¢ iff A F' h(p), for all ¢ € L.

A simple adaptation of the proof done for Proposition [B.3.10] can show that if
a A-exhaustive power morphism fulfills the surjective Condition [B.3.9 then such
power morphism is A-conservative.

We can, now, define a “weak” version of equivalence of systems.

Definition 2.1.8. The satisfaction systems . and .’ are said weakly equivalent,

denoted by . =¢ ., if there are two total weak-power morphisms b : . — ./
and b/ : . — . such that

o == T (h(p)) and o == B(R (¥)); (2.4)

forall pe L, ¢ € L.
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Let Zom(A) = (Lom (A), Mpwr, IFem) be a PML satisfaction system over the set
of propositional symbols A. Now, consider the system

foML(A) = <£PML(A)7M£M|_7 “_PML>a

where MY, is the class of all finite Kripke structures. Let h : Fom(A) — YprL(A)
be the map such that i = idz,,, (), and 2(m) = {m}. The map h is clearly a total
morphism. Consider, also, the map A’ : YprL(A) — Fem(A), such that n = h,
and h(p, m) = my,, where m,, is the finite Kripke structure obtained from ¢ and
m = (S,R,V) € M (finite model construction for PML); i.e. m, = (S, R, V')

where
e S’ C S is a finite subset of representatives of S/ ~;

(s ~, s if aeV(s)iff « € V(¢'), for all @ € A occurring in ¢)

o RN C S x5 such that (s,s’) € R iff there are s”,s" € S, with s” € [s],,
s" e [s'], and (s”,s") € R;

o V'(s)=V(s), forall s € 5.

It can be proved that my, IFew. ¢ iff m IFew @ [BARVOI]. Therefore, A’ is a total
weak-power morphism. And the weak-equivalence yields Fpy, ¢ iff |=£ML ®.

2.2 Globalization operator

We start by investigating the globalization operator, introduced in [MSS05]
MS06], that acts by providing an exogenous enrichment of a given logic with a
layer of global reasoning. And this new system is intended for a non-deterministic
semantics of the base logic.

Definition 2.2.1. Given a satisfaction system . = (£, M, IF), the global satisfac-
tion system .9 = (L9, MY, I9) is defined as follows:

e [9 is defined by

=Bl (~p)[ (¢Dw) BEL; (2.5)
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e MY is the class of all tuples m = (S, V), where S is a non-empty set and
V:§— M;

e the satisfaction relation |9 is defined by
— m -9 [g] iff V(S) IF 5,
— m 9 (~p) iff mIf9 p;
— mIF9 (1 3O @) iff m 9 o1 or mIF9 .

The other classical connectives, at the global level, T (global verum), 1 (global

falsum), M (global conjunction), U (global disjunction) and = (global equivalence)
are defined by the usual abbreviations.

Proposition 2.2.2. The global satisfaction system %9 is a conservative extension

Ofy,yﬁsyg.

Proof. Consider the map h : . — 9, such that h(3) = [f] for all B € L, and
h(m) = V(S) for all m € M9. We have that h is a power morphism of satisfaction
system because

h(m) I Biff V(S) I B iff m IF9 [B] iff m -9 B(B).

Furthermore, given m € M we can define h*(m) = ({s},V), with V(s) = m.
Therefore, h fulfills the surjective Condition[B.3.9] and it is a conservative morphism
of satisfaction systems. O

We now present a method to obtain an axiomatization for the globalization from
an axiomatization for the base system. Let AX o be an axiomatization for .%, and
consider the axiomatization

AX?, Y AX o + G1 + G2,

where

G1 [g], if B is an axiom of AX y;

G2 ([f1) T3 ([Bo] T -+ ([Ba] 2 [Brsa]))), if ({B1,---, 08}, Bnr1) is an inference rule
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Through axiom G2, all inference rules of the base logic are included as axioms
at the global level. This process will allow to derive any valid formula of the base
system, at the global level.

Proposition 2.2.3. IfF § in AXy, then 9 [3] in AXY,.

When AX » is a complete axiomatization, the above globalization of AX » turns
out to be also complete.
Theorem 2.2.4. [Gon08] If AXy is a complete and sound axiomatization for .7,

then AXY, is a complete and sound aziomatization for 9.

Using this theorem one can extend the results present in [MSS05| from weakly
completeness to completeness.

Since AXcp, possesses just one inference rule, namely Modus Ponens, from G2
we get only the schema axiom:

G2 ([fi= B)) 3 ([B] O [B)).

Given a set of propositional symbols A, some important derivable formulas (see
IMSS05]) in L&, (A) from AXY, are given in Table 211

(1) (BN [B]) = (P AP
2) (BJUlBD) 3 [PV F)
3) (=813 (~[8)

Table 2.1: Valid formulas

And, clearly, these formulas are also valid in %9, for any morphic image . of a
CPL satisfaction system.
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2.3 Subsystems induced by morphisms

Let h:.¥ — %' be a power morphism of satisfaction systems. So, the function
on formulas h : £ — £’ associates a formula in £’ to every formula in £. And the
satisfaction Condition 21l imposes that m I k() iff h(m) IF ¢, for every m € M,
and ¢ € L. Hence, the semantics of the formulas h(p), over m € M,, is given by
the semantics of ¢ over h(m). Therefore, a power morphism defines a general form

of parametrization.

In the sequel, we consider that M, is always not empty.

Definition 2.3.1. Let h : .¥ — %’ be a weak-power morphism of satisfaction

systems. The subsystem of . induced by the morphism A is the satisfaction system

Sy = (L, My, IF).

Let us see how the parametrization of [CSS99| can be defined by a morphism.
Let . = (£, M, IF) be a satisfaction system and . (A) a CPL satisfaction system
over A. We intend to parametrize the system .#cp (A) with the system ., i.e replace
the propositional symbols of A with the formulas of £. And for the semantics, we
want to use the class of models M, interpreted as valuations over the new set of
formulas. So, the parametrized system is (Lep (L), M, IF).

Now, consider a bijective function h : £ — A, and
h(v) ={m e M : Yo € L mlF ¢iff v(h(p)) =1},

for all v € 2*. By structural induction on formulas of Lc (A) we can prove that
h: Y — S (A) is a power morphism. It will be partial if for some valuation
v € 2%, h(v) is empty. What is the most likely, because if ¢ € £ is a valid formula
in .7, then for all the valuations v € 2%, such that v(h(p)) = 0, h(v) will be the
empty set.

The subsystem of .7y, (A) induced by h is the system .75 = (Lep (A), (24) 4, IFepr)-
Let us prove, now, that .77 is equivalent to (Lep (L), M, IF). So, we need two power
morphisms that fulfill Condition 2.2l Consider the map

hy : (Lo (A), (280, Fep) = (Lo (L), M, 1IF),

- . . —1 . .
where h; is the extension of h =~ to Lep (L) that preserves the classic connectives,
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and h,(m) = v,, € 2%, such that, for all a = h(yp) € A,

Um(E(SO)) _ {1 it mlk g

0 otherwise.

The map A, is well defined. We have h(v,,) # 0 because m € h(v). For m € M and
h(p) € A, we have

m - hy(h(@)) = @ iff hy(m) = vy, IFee h(p).

Being this the base case for induction, and since the cases for negation and impli-
cation are straightforward, by induction we get that h; is a total morphism. In the
other direction, consider the map

hy : (Lep (L), MLIF) = (L (A), (20, IFep),

such that hy is the extension of h to Lep (L), and hy(v) = h(v), for all v € (24),.
The map hy is clearly a total morphism. Therefore, since hy o hy = idg,, () and
hyohy = idzep (n), We conclude that . =g (Lep (L), M, IF) as intended.

Now, we address the problem of from a complete and sound axiomatization for
<", how to obtain a complete and sound axiomatization for .7;.

Theorem 2.3.2. Let h : ¥ — %' be power morphism, and AX g a complete and

sound aziomatization for .#'. If h is A-exhaustive, for some subset A C L', then
AX g + A is a complete and sound axiomatization for #7.

We denote by F; the consequence relation induced by AX s + A. The proof
follows from the two following lemmas.

Lemma 2.3.3. I'F, ¢ iff T AF o

Lemma 2.3.4. [ AF ¢ iff Tk

Proof. (of Theorem [2.3.2)) Using Lemma 2.3.3] and Lemma 2.3.4], in addition to the
soundness and completeness of AX o/, we have that

e it T,AF ¢ iff T,AF ¢ iff Ty
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Let us consider the case when the system . has a weakly complete and sound
axiomatization AX . By h(AX ) we denote the subset of all h(y), such that F5 ¢
from AX . Since AXy is weakly complete and sound, we have that h(AXy) =

hMTh(M)).
Definition 2.3.5. We say that the weak-power morphism h : .%¥ — %' is complete

it My, = Mod(R(Th(M))).

Then, in this case, we have the following result.

Corollary 2.3.6. Let h : . — . be power morphism, AX o1 a complete and sound

axiomatization for ./, and AX gy a weakly complete and sound aziomatization for
S If h S — S is complete, then AX g + h(AX ) is a complete and sound
aziomatization for 5.

For obtaining similar results when we just have a weakly complete axiomatization
for .7, we need to impose more conditions. To start, we require .%’ to be a morphic
image of a CPL system. Therefore, in what follows .’ will be a satisfaction system
with all classical propositional connectives. Moreover, if such a satisfaction system
has a weakly complete and sound axiomatization AX g/, then this axiomatization
must produce all tautologies.

Definition 2.3.7. A A-exhaustive weak-power morphism h : . — %' is called

finitary if for every ¢ € L', there is finite subset A, C A, such that
AFE o it ALF o, (2.6)
and AcP = A(wp).

In order to simplify the notation, for every finite subset A, C A, we will use
also A, to represent the conjunction (Ayea,v).

Lemma 2.3.8. Ifh: .Y — % is A-exhaustive and finitary, then

© has a model in My, iff (pAAy) has a model in M'. (2.7)

Proof. (—) Assume that ¢ has a model in Mj,. So, there is m € M, = Mod(A),
such that m IF ¢. Hence, m I (p A A,).

(¢-) Assume that ¢ does not have a model in My. So, F; (—p). From the
finitaryness of h we conclude that Ay = A, F' (—). Therefore, (¢ A A,) does
not have a model in M. O
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Theorem 2.3.9. Let h : .¥ — % be weak-power morphism, and AX o a weakly

complete and sound axiomatization for .#'. If h is A-exhaustive and finitary, for

some subset A C L', then AX o+ A is a weakly complete and sound axiomatization
for A

Proof. The soundness comes from the fact that M;, = Mod(A) and the fact that
AX s is sound in M'. To prove weakly completeness we show that .75 is weakly
Henkin—complete. Assume that ¢ does not have a model in M,,. From Lemma 2.3.8]
the formula (¢ A A,) does not have a model in M’. Hence, - (=(p A A,)) and
F, (2(p A A,)). Now, by propositional reasoning we have that t; (—¢). Therefore,
every consistent formulas has a model. From Theorem [B.5.4] we conclude that
AX g 4+ A is weakly complete for .77 O

We can, also, prove the analogous to Corollary [2.3.6l

Corollary 2.3.10. Let h: . — . be weak-power morphism, and AX o a weakly

complete and sound axiomatization for . If AX » is a weakly complete and sound
axiomatization for %, and h : . — ' is finitary and complete, then AX gy +

h(AX ) is a weakly complete and sound axiomatization for 7.

Example 2.3.11. Let A be a set of propositional symbols, and
'yP}IT/IL(A> = <£F’ML(A)7 MEMU H_EML>

the PML satisfaction system over A, where ML is the class of all frames. Consider
the schema axiom:
T : (Op = o).

The class ME, of all frames that satisfy T is exactly the class of all reflexive frames,
ME = Mod(T), i.e frames (S, R), such that R is a reflexive relation. Consider
the map

h: y;f/u_(A) = <£PML(A)7M}§ML7 H_I:ML> - yPFI\;IL(A)’

where h(p) = ¢ and h(m) = m, for all ¢ € Loy (A) and m € ME, . Hence, h is
a A-ezhaustive morphism, where A = {T}. And the subsystem of % (A\) induced
by h is SE,(N). Therefore, from Theorem [2:3.2 we conclude that AXpy, + {T} is
a sound and complete aziomatization for & (A).

The foregoing notion of subsystem is not suitable for all cases, as the following
example shows.
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Example 2.3.12. Let A be a set of propositional symbols, and Fpy (A) the PML

satisfaction system over A. And consider the RCF satisfaction system Sree(X), over
a set of variables X . We want to build the satisfaction system Fpy (Frer(X)), where
the propositional symbols A are replaced by Lree(X), and in the Kripke structures
m = (S, R, V), V maps S to models of Srcr(X). Using the method described before
for parametrization, consider the map h : Free(X) — Fpu(A), where: h is a
bijection between the sets Lree(X) and A, and

ﬁ(m) = {7 eRY: Vo € ERCF(X>77 IFrer @ iff m I ppg E(‘P)}a

for allm € Mpy,. We can easily verify that the above map is a power morphism of
satisfaction systems. Let AXger be the weakly complete axiomatization for Frer(X).

We have that My, € Mod(h(AXger)). To have a witness of the proper inclusion,

=

first consider the set of formulas of Lree(X):

{po(z) @ (z < 0)} and {pn(z) & (x < 1/n) :n >0}
Clearly, {¢n(x) : n > 0} Erer po(z). Now, consider a valuation v : A — 2 that
satisfies all propositional symbols in

h(AXger) = {h(@) €A : @ € Lace(X) and Frer ),

and such that v(h(po)) =0, and v(h(p,)) =1, for alln > 0. Clearly, this valuation
can not be induced by an assignment v € RX. Hence, the valuation v consider

as a trivial Kripke structure with one state is in Mod(h(AXger)), but not in My,
Therefore, the morphism is not complete and the Corollary[Z.3.10 can not be applied.

The previous example motivates the next results, and we will came back to it af-
terwards. Before extending the current notion of subsystem, we prove a transference
of (weakly) completeness for conservative morphisms.

Let h : ¥ — &’ be a power morphism of satisfaction systems. The surjective
Condition [B.3.9 requires that to every model m € M, there is a model m’ € M/,
such that m ~ h(m’). Hence, if we restrict the class of model of . to h(M’) we get
a conservative morphism. This fact motivates the following construction.

Definition 2.3.13. Let h : ¥ — .’ be a power morphism of satisfaction systems.
The subsystem of . induced by h is the satisfaction system .7, = (£, h(M’),IF).

Proposition 2.3.14. If h : ¥ — %" is a A-exhaustive power morphism, then
h: S — " is A-conservative.
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Proof. 1t follows from the fact that h : ., — %’ clearly fulfills the surjective
Condition [B.3.9 m

In the presence of a A-conservative (weak) power morphism h : . — %/, for
A C £/, an axiomatization for .’ can be transformed in an axiomatization for .7.
Given an axiomatization AX g for ., with consequence relation ', we denote by
h~1(AX» + A) the axiomatization for .#, with consequence relation I, defined by

Thwe if R(D) (),
where, as before, I, is the consequence relation defined by AX s + A.

Proposition 2.3.15. Let h : ¥ — ' be a (resp. finitary) A-conservative (resp.

weak-power) power morphism. If AX gy is a (resp. weakly) complete and sound
axiomatization for 7', then h™ (AX o + A) is a (resp. weakly) complete and sound
axiomatization for 7.

Proof. From Theorem 2.3.2] we have that AX o + A is a complete and sound axiom-
atization for .. Let ' F ¢, for I', {¢} C L. Using the conservativeness, we have
that

I E ¢ iff o(T), AE h(p) iff L(T), A h(p) iff h(T) 4 h(p) iff Tk .

When AX g is just weakly complete we need the finitaryness of the weak mor-
phism to get from Theorem 2.3.9 the weakly complete axiomatization AX o + A for
5. Using the above argument with I" = () we prove that F ¢ iff Fj, . O

Now, motivated by the limitation exposed on Example 2.3.12] we intend to an-
alyze more complex forms of induced subsystems. Consider two power morphisms

h1:5’—>Y1andh2:,7—>,72.

5%
-
,VLyz

We know that for all ¢ € £ and every m; € M, such that hy(m;) =~ hy(my) for
some my € My, we have that
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Hence, in this situation the semantics of h1() over my is given by the semantics
of ha(p) over my. And the system .7 behaves like an interface (formal parameter
|[ELr82) I(GB84]) between ., and .. This motivates the following definition.

Definition 2.3.16. Let h; : .¥ — % and hy : ¥ — % be power morphisms. The

subsystem of .} induced by (hy, hy) is the system An,=n,) = (L1, M(n,=ho): IF1),
where M(h1:>h2) = {m S Mh1 : ﬁ1(m) - ﬁz(M2)}

Remark that the previous induced subsystems, Definition 2.3.1] (in the case of
power morphisms) and Definition 2313 are particular cases of Definition 2.3.10

Once more, we will consider, in what follows, that M j,~4,) is not empty. We
have the following picture:

yl %hlihz)
hy Th;
S Zhe =57k

with Ell = hy, and where b, is h, restricted to M h=hs)-
Let us redo Example 2.3.12]

Example 2.3.17. Let A be a set of propositional symbols in one-to-one (bijec-

tion) correspondence with the atomic formulas of Lrcer(X). So, there is an injec-
tion h : Lep(N) — Lrer(X) that preserves all classical propositional connectives.
Such injection defines a bijection between Lcp (A) and the subset of quantifier-free
formulas of Lrer(X), i.e. to each formula ¢ € Lep (A) we associate one and only
one quantifier-free formula h(e) of Lrer(X), and vice versa. Since each formula in
Lrcr(X) is equivalent to a quantifier-free formula, we do not need h to be surjective.
The map on models is defined by

h(v) = v,, here =
h(v) = v, v vy(@) 0  otherwise,

{1 if v IFrer B(c)

for all v € RX. We can easily prove that h : Lo (N) = Free(X), defined by the
pair (h,h), is a total morphism.

Now, we consider the conservative and total power morphism

h' o Fep(N) = S (D),
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such that 1l () = ¢, and I/ (m) = V(S), form = (S, R,V) € M.

yPML(A)

B

yCPL (A) —h> yRCF(X)

The system Z(w=ny = (Lo (N), Mp=ny, IFem) is exactly the satisfaction system
where the set of symbols A is interpreted as quantifier-free formulas of Lrer(X), and
the Kripke structures m = (S,R,V) € Mp=p) have valuation V(S) C h(RY)

induced by assignments.

For a power morphism h : . — %’ and axiomatization AX » for ., we represent
by h(AX ) the axiomatization for ./, with consequence relation -, defined by

h(T) Fp h(p) if T F o,

for T', {¢} C L, where I is the consequence relation induced by AX .

We now extend the notion of finitaryness to pairs of morphisms.

Definition 2.3.18. We say that the pair of morphisms (hq, he), with Ay : ¥ — A

and ho :_5” — S, is finitary if for every ¢ € £, there is a finite set A, C £, such
that ':2 hg(AgO),

Fnsn) ¢ 1 hi(Ay) Er o,
and A@ = A(WD).

In the case of finitary morphisms, the satisfaction problem for .#(;,—,) can be
reduced to the same problem for ..

Lemma 2.3.19. Let hy : ¥ — .7 and hy : & — %5 be power morphisms. If hy is
total and the pair (hy, ho) is finitary, then

¢ has a model in M, ~n,) iff (¢ A h1(A,)) has a model in My,

for all p € L;.
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Proof. (—) Let m € M, =p,), such that m |-y ¢. We have that b (m) C hy(Msy).
So, there is M" C My, such that h,(m) = hy(M'). Hence,

M Ik ia(A) iff hy(M') = By (m) IF A, iff m I Ty (A).

Therefore, m is a model of (¢ A hi(A,)).

(+) Assume that ¢ does not have a model in M, —p,). Hence, Ep—h,) ().
From the finitaryness of (h1, ho), we have that hi(A,)) = hi(A,) F1 (). There-
fore, (¢ A hi(A,)) does not have a model in M. O

We are, now, ready to prove one of the fundamental results of this chapter.

Theorem 2.3.20. Let hy : ¥ — % and hy : % — S be a finitary pair of power

morphisms, with hy total. If AX gy and AX g, are weakly complete aziomatizations
for A and S, respectively, then

de _
AX (ohy) = AX g, + ha(hy (AX 1))

is a weakly complete axiomatization for S, —n,).

Proof. The soundness comes from the fact that AXy, is sound for M, and the fact
that hy(hy'(AXy,)) is sound in the class by ' (hy(M2)) = M (=)

The weakly completeness is proved by showing that the axiomatization satis-
fies weakly Henkin-completeness. Let ¢ be a formula from £, with no model
in Mp,=h,). From the finitaryness of (hi, hs), and Lemma 2.3.19 the formula
(¢ A hi(A,)) does not have a model in M;. So, from the weak completeness of
AX gy, we have that =1 (=(p A hi(Ay))). And we have Fg on,y (2(@ A hi(Ay)))
as well. Now, from the definition of hy(hy'(AXy,)), we have that b, —p,) hi(A,)
because %(Aw) is valid in .%5. Hence, by propositional reasoning we conclude that
F(h=ha) (7). O

Example 2.3.21. Consider again Example [2.3.17, where we defined power mor-

phisms:

yPML (A)

b

yCPL (A) —h> yRCF(X)
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Now, we want to prove that (W', h) is finitary. Let ¢ € Loy (A), and A, be the
finite subset of propositional symbols present in ¢. For each subset A C Ay, let

VA (Maca) A (Aaga(-a)).

And consider the formula v, = Vipa, where A runs through all subsets of A,, such
that ¥4 has a model in h'(My=p)) = h(RX). Clearly, we have Fpce E(@b@). More-
over, for m = (S,R,V) € M(y=ny we have that V(S) C h(R™). Hence, for every
s €S,

V(s) e Ya, for A={a €A, :aecV(s)}

So, m IFpp )y, and we conclude that =—py 1, From the construction of 1,, we
also have that v, = 1-,.

Now, in order to have finitaryness we need to prove the following result.

Lemma 2.3.22. Fopy @ iff Y, Feu .

Proof. (—) Assume that Fpopy ¢. Let m € Moy, such that m IFpu ¥,. So,
for every s € S, there is A, C A, such that V(s) Ik a,. Each 94, has a
model in 2'(M@p=p) = h(RY), that we denote by V’(s). The Kripke structure
m’ = (S, R, V'), where V'(s) is the model of 14, satisfies o iff m satisfies ¢ because
m and m' are equivalent over A,. Hence, from m' € Mopy and m' IFpu ¢ we
conclude that m Iy .

(«) Assume that Fn—p) ¢. So, there is m € My=p), such that m feu ¢.
From the fact that F—p) ¥, we conclude that ¥, Zeu . O

Now, we are prepared to apply Theorem [2.3.20. Let AXpy, be the weakly com-
plete axiomatization for Fpy (A), and AXgper the weakly complete axiomatization
for Free(X). From Theorem we conclude that AXpy, + W (W 1 (AXger)) is a
weakly complete and sound axiomatization for (i —p).

2.4 Remarks

We conclude with a brief summary of the achievements of this chapter. In this
chapter we study a new form of combining satisfaction systems, Definition [2.3.16l
Such construction relies on the satisfaction condition of morphisms, that establishes
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a kind of connection between the semantics of both systems. From this connection
we define a subsystem that reflects such constrains and mimics parametrization
|[Ehr82, [CSS99).

We stress that this type of combination is essentially exogenous, since we do not
modify internally neither the formulas nor the models of both systems. Instead,
the new system is obtained by the connection established by the morphisms, and by
restricting the class of models. The results obtained on transference of (weakly) com-
plete axiomatization, Theorem 2.3.20] and decidability, Lemma 2.3.T79 are proved
by providing sufficient conditions on the morphisms and on the systems, to ensure
the transference of such metaproperties. These results were closely motivated by
their applications on the sequel.



Chapter 3

Exogenous probabilization of logic
systems

The probabilization of a logic system consists in enriching the language (the
formulas) and the semantics (the models) with probabilities features. Such operation
is said exogenous if the enrichment is done on top, without internal changes on the
structure, and is called endogenous otherwise. And these two different enrichments
can be applied simultaneously to the language and semantics of a same logic system.
For example, in [Koz85, [VWS6|, probabilizations of logic systems were presented
(propositional dynamic logic and linear temporal logic, respectively). In these works
the languages were enriched exogenously and the models were enriched endogenously.

In the context of temporal logics, the probabilization is usually driven by shifting
the nature of transitions, from non-deterministic to probabilistic. In terms of seman-
tics, this conceptions leads to an endogenous enrichment of the models, and to the
domain of stochastic processes [Koz85, [VW86]. With regard to language, the passage
from non-determinism to probability motivates the replacement of quantification
(“for all” and “exists”) by probabilistic assertions (“at least 90%”) [HJ94l, [CERSSO0S].
Such operation can be endogenous or exogenous if nesting is allowed or not, respec-
tively.

The technique of exogenous probabilization was started in [Nil86l, [FHM90], con-
cerning CPL systems. Later on, the exogenous approach was explored in the context
of quantum systems [MS04b|, quantum probability (pure states) [MS06] and quan-
tum computation [BMNPO7]. In all these cases weakly complete axiomatization and

31
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decidability was addressed. Another import source of motivation is Vardi’s work on
verification of probabilistic computations (probabilistic programs) [VWS86, [VW94].
In this work, linear temporal formulas (of LTL) are used to define path-events (events
over computations), which have certain probabilities of occur given by the proba-
bilistic model (Markov chains) of the program. Moreover, an automatic technique
to compute such probabilities was presented. At the semantic level, this probabi-
lization of LTL is not exogenous, since the transformation of LTL models (Kripke
structures) to Markov chains is done by internally enriching (probabilistically) the
Kripke structure. Although, we will show that the exogenous approach can also be
applied to study this endogenous probabilization in Example (4.2l

The notion of exogenous probabilization of a generic logic system was firstly ad-
dressed in [MSS05], and later on extended into the context of institutions [CMSS06].
These works shed light in the different layers of reasoning and in the logics evolved
in such operation. In this approach the global layer added by the globalization op-
erator works as an intermediate step towards probabilization, by introducing non-
determinism reasoning. However, it was an open problem how to prove transference
of metaproperties, such as axiomatization and decidability, in the generic context of
satisfaction systems |[CCGT08].

In this chapter we address the problem of studying the transference of metaprop-
erties in the exogenous probabilization of logic systems. First, we setup the necessary
framework to handle the probabilization of a satisfaction system. Then, we use the
results of the previous chapter, on exogenous combinations, and apply them to this
case. Next, we extend the analysis to the system obtained by probabilization and
globalization. Finally, we show and motivate the applicability of our technique also
in the case of exogenous quantum enrichment [MS06].

3.1 Probabilization operator

The intuitive interpretation given to exogenous probabilization is that, in the
new system, formulas of the base system must define events (or sets of base models)
of a probability space, and its probabilities are given by a probability distribution
over base models, which are the the new models. Consequently, since probability
events are closed under boolean operations (ex. union and complementation) it is
reasonable to impose, to the base system, the existence of the correspondent propo-
sitional connectives. Therefore, in the sequel, we will always consider satisfaction



3.1. Probabilization operator 33

systems that are morphic images of CPL systems, i.e. satisfaction systems such that
the set of formulas is closed under classical propositional operations (negation and
implication).

We start immediately by defining the main notion of this section [FHM90,
MSS05].

Definition 3.1.1. Given a satisfaction system . = (£, M, IF), the probabilization
operator transforms . in the system 7 = (LP, MP IFP)  defined as follows:

e [9 is defined by

0 B E+0)] (t1)
p = (t<t)ﬂ (~o) [ (v 2 0);
with 5 € £ and r € Alg(R);

e MP? is the class of all tuples m = (S, F, P, V), where (S, F,P) is a probability
space, and V : S — M is a measurable valuation, in the sense that for all

BeL theset VB Y {seS:V(s)IF B} € F;

e the satisfaction relation [P is given by

— [r]m =1;

— [JB]m 8]

[[tl + tg]] [[t ]]m + [[t2]]m;

[t1-to]im = [t1]m-Ttlm;

— m P (t < ty) iff [ti]m < [to]m:

— mIFP (~p) iff m P p;

— mIFP (1 T ) iff m P o1 or m IFP g,

for m € MP and ¢ € LP.

The other classical connectives, at the global level, T (global verum), 1L (global
falsum), M (global conjunction), LI (global disjunction) and = (global equivalence)
are defined by the usual abbreviations. And we also assume the common abbrevia-
tions for (t =t), (t > t), (t <t) and (t > t).

The usefulness of power morphisms is attested by the following result.
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Proposition 3.1.2. The probabilistic satisfaction system P is a conservative ex-

tension of ., S <g SP.

Proof. Consider the map h : . — .7 such that h(3) = ([ = 1), and
h(m) =[{V(5'): 8" € F.P(8') = 1},
for all 5 € £ and m € MP.
So, we have that
2 (B it B = 1iff POV 1(8)) = 1iff VI ((m)) € V8] i h(m) I B,
for all § € £ and m € MP.

Hence, h is a power morphism of satisfaction systems. Clearly, A fulfills the
condition of conservativeness [B.3.91 Given m € M, we have that m = h(m'), where
m’ is the single point mass probability distribution defined by m. O

In the next results we show that the classic connectives, present in .#, behave
like the set-theoretical operations of o-fields.

Lemma 3.1.3. Form € MP and (3, 31, B2 € L the following holds:

1. if B is valid, then [ [B]lm = 1;

2. [J=Bm = 1= [JBlm;

3. 1B,V Belm = 1B Im + 1fBolm — [JBy A Balms

4. if (B1 = Ba) is valid, then [B1]m < [Bo]m-
Proof. Let m = (S, F,P,V) € MP and 3, 3,32 € L. 1) Tt is true, since V-1[3] = S.
2) It comes from the fact that V~1[=8] = S — V7[3]. 3) It is obtained from the

equalities V7B, V o] = V7B UV Bs] and VLB A Bo] = VLB N VLB
4) It yields from 1) and 3). O

We remark that property (4) of the previous lemma, although trivial to prove, is
of great importance for a correct probabilistic interpretation; and it will be central
in the process of presenting an axiomatization for .#7.

The next result shows that the language has expressivity to separate different
probability spaces.
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Lemma 3.1.4. Let my,my € MP. Then,

myp =~ Mo Zﬁ [U‘B]]ml = [U‘ﬁ]]fm
forall B € L.

Proof. Assume there is a formula 3 € £, such that [[B]m, < [[Blm,. Because the
order relation on algebraic real numbers is a dense order in R, there is an algebraic
number r > 0, such that [[B]n, < r < [[B]m,. Therefore, m; -7 (B < r) and

mo U,ép (fﬁ < 7").
Assume, now, that [ [B],, = [[B]m, for all g € L. Clearly, m; and m, agree on
the denotational of all algebraic terms. And, therefore, they satisfy the same atomic

formulas (inequalities). By structural induction we prove that they satisfy exactly
the same formulas, m; >~ mo. O

We now proceed by given several definitions of subsets of formulas and terms
related to a formula ¢ € £P. We define the following sets:

e sf(y) is the ordered set of all subformulas of ¢;

iq(¢p) is the set of all inequalities (atomic subformulas) of ;

tr(p) is the set of all algebraic terms of ¢;

str(yp) is the ordered set of all algebraic subterms in tr(y);
(

alg(p) is the ordered set of all algebraic numbers of ;

bf(p) is the set of all base formulas of ¢;
e sbf(p) is the ordered set of all subformulas of bf ().

The process to study the probabilization of CPL used in [MS06|, BM09| relies on
the fact that the CPL language is built from propositional symbols. In our more
general setting, we can define for each formula a finite set of base formulas that take
the role of “atomic” base formulas.

Let ¢ € LP and bf(¢) = {f1,- .., Bn} the set of all base formulas 3 of ¢, i.e the
set of all base formulas that appear in measure terms [ of . For each A € 27, let

Ba = (NjeaBi) N (Njga—B;) (3.1)
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be the formula in £ formed by the conjunction of the base formulas, or their nega-

tions, of ¢. Furthermore, let atb(y) «f {B4: A € 2"} be the finite set of all induced
atomic base formulas of . And by Vatb(yp) we denote the disjunction of all for-
mula in atb(yp). Since . is a morphic image of a CPL system, the existence in £ of
formulas 4 is guaranteed.

Lemma 3.1.5. Mod(Vatb(y)) = M.

Proof. Let m € M and bf(p) = {f1,...,0,}. Consider the set A ={0<i<n:
m Ik B;}. Hence, m I+ B4 and, therefore, m IF Vatb(p). a

We have that Vatb(y) is valid, although some atomic base formulas may be
unsatisfiable.

For every 5 € bf(p), let atb(5 : ¢) C atb(p) be the subset of all formulas 3’, such
that (8’ = () is valid. Clearly, if 5’ € atb(5 : ¢), then 8 can not appear negated in
p'. And, therefore, atb(S : ¢) is exactly the subset of formulas of atb(yp) in which g
occurs positively, i.e not negated. We write V3, = Vgrcan(s:p) -

We can rewrite each formula 8 € bf(p) as a disjunction of atomic formulas from

atb(yp).

Lemma 3.1.6. The following assertions hold.

1. For every B € bf(p), the formula (8 < Vp,) is valid.
2. For every distinct 3, 8" € atb(p), Mod(B') N Mod(B") = 0.
3. For B € bf(p), Mod(B) is the disjoint union of the classes Mod(/3'), with
B e atb(B : ).
Proof. 1) Let 5 € bf(¢). By the definition of atb(f : ), we have that

(Vareamsp)B = B)
is valid. If m € M satisfies 3, then it must satisfy one of the formulas in atb(S : ).
Hence, (ﬁ = \/B’Eatb(ﬁ:@)ﬁl)-

2) Let A,A" € 27, If A # A’, then there is a formula 8 € bf(y) that occurs
negatively in one and not negated in the other. Therefore, a model can not satisfy
both 84 and (4.
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3) It yields from 1) and 2). 0O
Lemma 3.1.7. For every m € MP and 8 € bf(p), we have

fBlm = [VBolm =D [fBTm (3.2)

B’ €atb(B:p)

Proof. Let m € MP and 8 € bf(¢). We have that V71[8] = {s € S: V(s) IF 8} =
{s €S :V(s) € Mod(B)}. From Lemma B.1.6, Mod(8) = Ugrcatp(s:o)Mod(B'). So,
VB = Ugreatn(pp) V1 F'], where the sets {V1[']} grean(s:p) are pairwise disjoint.
So,

[fBlm = POVB) = P(UpeananV 8D = S PWUBN= 3 [f8]m

B’ €atb(B:p) B’ Eatb(B:¢p)

O

Given a model m = (S, F,P,V) € MP and a formula ¢ € LP, consider the
relation ~,C S x S defined by

s~ys i V(s)lEp it V(s)IFp (3.3)
for all 5 € atb(p).

Lemma 3.1.8. The relation ~, is a finite index equivalence relation on S.

Proof. The set atb(y) is finite and, thus, it allows only a finite number of different
~s-classes. OJ

For a model m € MP and ¢ € LP, we denote by [s], the ~-class of s € S. For
bf(p) ={P1,--., 0k}, let atbs(p) = {B € atb(p) : V(s) Ik f} and A, = {1 <1< k:
ﬁi c atbs(go)}.

Lemma 3.1.9. Let s € S. We have that

sle=V'Bal=| () VBN () V8. (34

Beatbs () Betaths ()

Moreover, [s], € F.
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Proof. For the first claim, observe that if s ~; s, then atbs(¢) = atby(p). Since
the right-hand side of B4 is just a rephrasing of Condition B.3] the equality yields
directly from the definition of ~.

We prove the second claim using the fact that V~![3] is measurable, for every
B € atb(p). O

Now, we prove that satisfaction is preserved by the quotient construction. Con-
sequently, any satisfiable formula has a finite discrete model.

Theorem 3.1.10 (Finite-model theorem). If a formula ¢ € LP has a model, then

it has a model over a finite probability space.

Proof. Let m = (S, F,P,V) € MP be a model of ¢ € LP. Consider the tuple
(S,,25% P,), such that S, C S is a fixed set of class representatives of S/ ~,
and P,(A4) = P(UA), for all A € 2% where UA € F means the finite union of
the ~-classes represented in A. Hence, the map P, is a probability measure and
(S,,2% ,P,) a finite probability space. Let V,, : S, — M be the restriction of
V to S,. Hence, the tuple m, = (S,,2% P, ,V,) is a model of MP. Let § €
atb(p). Clearly, V7 1[B] € V71 If s € UV[A], then s € [s'], with s’ € S, and
s € V7Bl € V7Bl Hence, UV 'B] € VG| Moreover, if s € V~![3], then
s' € V'], where s is the representative of [s],. So, s € UV '[3] and we conclude
that UV '[5] = V7'[5]. Given this equality, we have that for 5 € atb(y),

[Blm, =P (V' [8]) = POV, [B]) = P(V'[B]) = [Blm-

Therefore, the models m and m,, coincide in the denotation of terms [3, for g €
atb(p). So, they satisfy the same inequations of iq(p). Hence, by straightforward
induction on the structure of subformula v of ¢, we prove that m, IF° ¢ iff m IFP 9,
for all ¥ € sf(y). In particular, m,, is also a model of ¢, m,, IF? ¢. O

Remark 3.1.11. A careful look into the quotient construction shows that to each

class corresponds an atomic base formula in atb(p). Therefore, we can conclude that
for every satisfiable formula ¢ there is a probability distribution (M, P : M — [0, 1]),
that can be transformed into a model (and also viewed as model), and where every
m € M satisfies one and only one 5 € atb(p).

Observe that at first sight, from the previous result, it seems that to construct
a model for a formula ¢, we need O(2°%¢(¥)) algebraic real numbers to describe the
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probability distribution over the different ~-classes. However, adapting a technique
for eliminating spurious variables in linear optimization problems, [FHM90|, we are
able to set this bound to be just linear. Therefore, we establish a small-model
theorem for .7P.

Theorem 3.1.12 (Small-model theorem). If ¢ is a satisfiable formula, then it has

a finite model using at most O(size(y)) algebraic real numbers.

Proof. Let ¢ be a satisfiable formula. From Theorem B.I.I0, there is a finite model
m, = (M,P), where |M| < 252¢) such that m, IF? ¢. Moreover, if bf(p) =
{B1,..., Bk}, then |[M| < 2.

Consider the system of k£ + 1 equations involving |M| variables {z, }men:

ZmeM(ﬁl) Tm = [U‘ﬁl]]mw

ZmGM(ﬁk) Lm = [[fﬁk]]mw

meM Tm = 1’

where M(B;) = Mod(B;) N M, for alli=1,... k.

The set of equations above has the non-negative solution {z,, = P(m)}men-
In linear optimization, it is well known that if a system of k + 1 linear equations
has a non-negative solution, then there is a solution n = {9, }mens for the system
with at most k 4 1 variables taking positive values (see, for instance, Theorem 9.3
in [Chv83]). Let M' = {m € M : n,, > 0}. Therefore, the probability distribution
(M, {0 }menm) is a model of . O

There are two important hidden complexities in this last result. First, the small-
model theorem does not say anything about the sizes of the models in M. Although,
if the system . possesses the small-model property, the size of M can be made
“small”. However, if that is not the case, then for a model (M, P), and for every
m € M we can store just a reference of the formula f,, € atb(y), such that m I+ 3,
and its probability P(m). Remark that this probability distribution {P(5,,)}menr
is not a proper model for .#? since one can not evaluate other formulas besides
. Hence, in the worst case, and in order to keep it small, we do not get a model
but a “specific model” for ¢. Second, the small-model theorem does not impose a
bound on the size of the representation of the algebraic real numbers. Indeed, if an
algebraic real number r € R is represented by a RCF formula ¢, (z), this formula
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can increase without any bound. Since the complexity of finding a witness for the
satisfaction problem for the real closed fields, Zxrer, is EXPSPACE it means that
one might have a linear number of algebraic numbers, each with exponential size.

Corollary 3.1.13. If ¢ € LP is satisfiable, then it has a model (M,P) such that
|M| < size(p), and M is constitute by models of formulas in atb(yp).

Proof. 1t yields from the (small-model) Theorem [3.1.12 and the quotient construc-
tion used in Theorem B.I1.10l O

3.2 Completeness

We now address the problem of obtaining a (weakly) complete and sound ax-
iomatization for .7, from a (weakly) complete axiomatization for .#.

Let . = (£, M,IF) be a satisfaction system. Consider the family of subsets
Ay ={Mod(5): p € L} of M.

Lemma 3.2.1. The family Ay is a field of sets.

Proof. Clearly, we have ) = Mod(L) € Ay and M = Mod(T) € Ay. For 51, €
L, Mod(p1) U Mod(B2) = Mod(B1 V ) € Ay and M\ Mod(51) = Mod(—p;) €
Ag. O

We say that a satisfaction system is compact if for every I' U {p} C L, with
I' E o, there is a finite set [V C I', such that IV F .

Proposition 3.2.2. Let u: Ay — [0, 1] be a non-negative and additive set function.

If % is a compact satisfaction system, then p is countably additive.

Proof. Let I' = {B; : i € N} C L be a sequence of formulas, such that Mod(5;41) C
Mod(3;), for all i € N and Mod(I") = (). Hence, I" E ¢ for every formula ¢ and so,
in particular, I' F L. From the compactness of ., there is a finite subset I" C T,
such that I" E L. So, Mod(I") = 0. Let By € I'" such that N = max{i : g; € I"}.
Clearly, Mod(8y) = Mod(I") = 0. Therefore, for all i > N, we have u(Mod(5;)) <
pu(Mod(Bx)) = 0. Thus, lim; .« u(Mod(B;)) = 0. Now, from Proposition [A.0.5] we
obtain the countably additivity of u. O
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Consider the sets of variables
Xe={ap: e L} and Xy,={z,:reAlg(R)},

and X, = XU Xy, U X4, where X, is a denumerable set of auxiliary variables.
Let
yRCF(Xp) = <£RCF(X;D)7 RXpa “_RCF>

be the RCF satisfaction system, over the set of variables X,,.

Let A, C Lrce(X,) be the set containing the formulas:

eqR ¢, (z,), for every r € Alg(R) ( ¢,(x,) defines the algebraic real number r);
eqV (x5 =1), if 8 is valid in .7

eqP (0 < xp);
eqN (z(-g =1 —z3);
eqA (I (B1VB2) = Ty + Ty — x(ﬁﬂﬁﬂ);

for all 3, 5y, B2 € L.
We define the map hy, : 9P — S (X)) such that:

o hy: LP — Leee(X,) is defined by

- Ep(r) = Ir;

- Ep(fﬁ) = ZIp;

= hy(ty +t2) = hp(t1) + hp(t2);

— Dy(tit2) = y(th)-hy(ta);

- Ep(tl < t2) = (Ep(h) < Ep(t2))v

= hy(~p) = (=hy(9));

- EP(SOI O pg) = (Ep(‘:pl) :>Ep(902))7

h, : Mod(AY,) — MP is defined for v € Mod(A",) by

hp(’y) dif My = <M 'FV> ’Y>'édM>a

where Fy = 0(Ay), and P,(Mod(5)) = v(xg), for all g € L.
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The set A?, is called the RCF theory of /7.
Lemma 3.2.3. Let AXper be the aziomatization for Srcr(Xp). The following for-
mulas are derivable from A”,.

1. AP, brer (x5 =0), if B is unsatisfiable.

2. A e (25, = xp,), if (B1 & B2) is valid.

3. AL, brer (Tavp, = Tp, + 25,), if (B1 A Pa) is unsatisfiable.

4. A_I;ﬂ Frer (f(ﬁov...vﬁk) =T, +- -+ $5k), for Bo, ..., 0k € L, with k > 0 and
(Bi N\ B;) unsatisfiable for all 0 < i # j <k.

Proof. (1) If 5 € L is unsatisfiable, then (=) is valid. Therefore,
(2(-p) = 1), (229 = 1 —25) € AL
Hence, we have that A, Free (25 = 0).
(2) If 81 & Bs is valid, then —=f; V 53 and =3, V 1 are also valid. Hence,

(Iﬁl > O)v (xBQ > 0)7 (x—'ﬁlAﬁz > O) S Apy and

(T-pyvp, = 1), (22p, = 1 — 2p), (2-p,v, = T, + T, — T pp,) € AL,

From these formulas we have
AI} Frer (xﬁz =g, + fﬁﬁﬂ\ﬁz% and AI} Frer (1'51 < 5562)-

In the same manner, from —f; V 1 we conclude A?, Frer (25, < xg,). Therefore,
AI;” Frer (xﬁl = xﬁz)'

(3) Let By, B2 € L, such that (8; A fBs) is unsatisfiable. From (1) we have that
AP, brer (a8, = 0). Since (zg,v8, = g, + T, — Tpn8,) € AL, we conclude that
AV, Frer (Tp,vp, = g, + T5,).

(4) The proof follows by induction on k. The base case k = 1 is (3). Assume
it is valid for & = N, i.e A%, Frer (T(gov..vay) = T, + -+ + x5y). The formula

(Bo V...V BN)A BN is unsatisfiable, and from (2), A7, Free (Z(s0v..vax )8y = 0).
Since

_ p
(x(ﬁo\/~~~\/5N\/ﬁN+1) = T(Bov..vBy) T TByiy — x(ﬁo\/~~~\/ﬁNMﬁN+1) S Ayv
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and applying the induction hypothesis we conclude that
Al Frer (T(gov.vBysn) = Tao 7+ F Tayy)-
O

Clearly, by the soundness of AXgcr all the formulas in Lemma are entailed
by AY,.

Lemma 3.2.4. We have the following properties.

1. A, Erer (x5 =0), if B is unsatisfiable.
2. A, Erer (x5, = x5,), if b1 < P is valid.
3. AL, Erer (a0, = Tp, +2s,), if (B1 A B2) is unsatisfiable.
4. A Eree (Tgov.vpy) = Ty + -+ xg,), for Bo,.... 0B € L, with (8; A B;)
unsatisfiable for all 0 <i # 7 < k.
Proof. The assertions follow by invoking the soundness of AXgce. O

We say that a satisfaction systems . = (£, M, IF) is small if M is a set.

Proposition 3.2.5. Let . be a small and compact satisfaction system. The map
is well defined.

Proof. We start by verifying that h, : LP — Lecr(X,) is well defined. For every term
t of LP, hy(t) is a term of Lecr(X,,). Now, since this is clearly true for the base cases
and also for the induction steps we conclude that Ep is well defined. To prove that
h, : Mod(A,) — MP is well defined we need to prove that, in fact, h,(y) € MP,
for all v € Mod(A%,). In other words, (M, F»,P.) is a probability space, and that
idy (8] = Mod(B) € Fy, for all 3 € L. The second condition is straightforward
and follows from the definition of F5. Therefore, it remains to prove that P, is a
probability measure on F. In fact, what we will prove is that P, which is defined
on Ay, can be uniquely extended to a probability measure on o(A), i.e. the o-field
generated by A . Furthermore, given the unicity of the extension, we can identify
such extension with P, it self and consider the tuple (M, F», P.) as a probability
space. First, M is a set and F« a collection of sets. The next properties are true.
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1. If Mod(B;) = Mod(Bz), then By < f35 is valid and so, by Lemma B.2.4]
P, (Mod(p1)) = wp, = w3, = Po(Mod(5)),
for 51, B2 € L.
2. P (Mod(B)) = ~v(xs) > 0, because v lFrer (0 < 25).

3. Let By, B2 € L, such that Mod(p1) N Mod(B;) = Mod(B; A 32) = (). Hence,

P, (Mod(B1 A Ba)) = y(wp,08,) = 0

and
P«,(MOd(ﬁl) U MOd(ﬁg)) = P(MOd(ﬁl V 52)) =

=V(@pve) = V(@s) +7(28,) = V(2s108,) = Pr(Mod(51)) + P (Mod(f)).

From (1) we have that P, is a well defined set function on A, from (2) that P,
is non-negative, and from (3) that is additive. Hence, by Proposition B.2.2] P, is
countably additive. Now, P, is clearly o-finite and applying the Caratheodory’s
extension (see Theorem [A.0.6) we conclude that P, has a unique extension to F. .

O

Lemma 3.2.6. Let v € Mod(AY,). Then [t]y () = v(hy(t)), for all algebraic terms
t of LP.

Proof. Let us prove the claim by induction on the structure of ¢t. The base cases:
o [r]m, =7 =n~(z.) = v(hy(r)), because v lbece ¢r(z,), for all r € Alg(R);

o [[Blm, = v(z5) = y(A"(JB)), for all B € L.

The step cases are straightforward and follow from the definition of h, on alge-
braic terms. 0

Proposition 3.2.7. The map hy, : 7 = Srer(X,) is a AL, -exhaustive morphism.
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Proof. We need to prove that

ﬁp(V) IFP ity lrger Ep(80)>
for all v € R¥» and ¢ € LP.

Let us proceed by using induction on the structure ¢ € LP. For the base case
(t; < t3), and applying Lemma 32,0 we have

Ep(”y) = My [P (tl < tg) iff [[tl]]mq, < [[tg]]mﬂ{ iff

iff y(hp(t1)) <(hp(t2)) ME 7 lrree hp(ty < t2).

The step cases, negation ~ and implication 1, are clearly true by propositional
reasoning. ]

Consider the map h* : MP — R*?_ such that h*(m) = ~,, where

r if v =x, € Xy
Ym(x) = S [[B]m 2 =25 € X;
0 otherwise.

Lemma 3.2.8. h*(m) = v, € Mod(A%,), for all m € MP.

Proof. We need to verify that -, satisfies all the formulas of A?,.
(eqR) For ¢, (x,), with r € Alg(R), we have

Vo IFree @ (@) HE Y (27) =7 = [r]m.
(eqP) For (0 < ), with 8 € L,
i Irree (0 < ) i (0 < 7 () iff (0 < [[B]n) iff (0 < P(VTHB])).
(eqN) For (z_5 = 1 — x5), with 8 € L,

Ym Free (Iﬁg =1- Iﬁ) iff 'Vm(zﬁﬁ) =1- 'Vm(xﬁ) iff [U‘_'ﬁ]]m =1- [U‘ﬁ]]m iff

iff P(V7[-g]) = 1—P(V'[8]) if P(S V'[]) = 1 — P(V[3]).
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(eqA) For (z4,vp, = g, + Tp, — Tp,np,), With B, B2 € L, we have
Ym Frer (Ta,v8, = Tpy T2, =g np,) HE Y (Ta1v6,) = Y (T6,) +7m (T8,) = Y (T8, 08,)-

Now, Ym(zpvs,) = [fB, V Belm = P(VTHBLV Bo]) = P(VHB] UVTHB]) =
P(V7HG]) + P(VTHB]) = PV B A Bo]) = LBy + [JBolm — LJB, A Bollm =
Y (@) + Ym (T8,) — Ym (T, s, ). Therefore, 7, satisfies all the formulas A, and so,
Ym € Mod(AL),). O
Proposition 3.2.9. The morphism hy, : /P — Free(X,) is AL, -conservative.

Proof. Consider the map h* : MP — R*» defined above. We need to verify that
m =~ h,(h*(m)) = h,(ym) = m,,,, for all m € MP. By the definitions of b, and h*,

[/Blm.., = vm(xs) = [JBm.
for all 3 € £. Hence, from Lemma [3.1.4] we conclude that m ~ h,(h*(m)). O

Given ¢ € Lrer(Xp), let Varg(p) = Var(p)NXe and Varg, () = Var(o)NXauyg.
We will write bfy(p) = {8 € L : x5 € Vars(p)} for the set of all base formulas 3,
such that zg appears in ¢. And, as before, atby (p) is the set of all induced atomic
base formulas from bfy (¢), and atby (5 : @) the subset of formulas in atby (¢), where
[ occurs positively, for 5 € bfy (¢).

Proposition 3.2.10. The morphism h, : /P — Sree(X,) is finitary.

Proof. Given a formula ¢ € Lree(X,), let Varg(p) = {xs,,..., 25} and bfy (¢) =
{B1,..., Bk} Consider the subset Ag C Lrer(X),) containing the formulas:

o (z5=1),if 8 is valid;
o (z3=0), if 8 is unsatisfiable;

o (3 >0), if J is satisfiable (we do not need to repeat the valid formulas here),

for all 5 € atby (v); and

b (xﬁi = Zﬁeatbv(ﬁiiw) l’ﬁ), foralll1 <i< ]{;;
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i (Zﬁeatbv(ap) Lp = 1)

From Lemma 3.2.3] needed for deriving, we have that A%, Free Ai. Consider the set
A, C A%, of all formulas of A?, necessary to derive the formulas of Ag, in addition
to all formulas ¢, (z,), for z, € Vary,(¢). The set A, is clearly finite since Ag and
Varqg(p) are finite. Now, we need to prove that A%, Free ¢ iff Ay Frer .

(+—) Assume A, Frer . Let v € R*» be an assignment, such that v € Mod(A?,).
Hence, v IFree Ay. And, therefore, v IFgee .

(—) Now, assume A, Frer ¢. Let v be an assignment such that 7 lFeee A
By Lemma B2.4] 7 IFeee A% since Ay Feee A, Let M, C M be a finite subset

©
containing one and only one model for each satisfiable formula 8 € atby (). And

consider the probability distribution m, ., = (M,,P,) (see Remark B.I.TT]), where
if mg € M, is the model of 3, then P (mg) = v(x3). Now, consider the assignment
h*(my) = Ym,., induced by my, . Clearly, v, (z) = v(z), for all z € Varg(p) U
Varag(p). Although, we need to have agreement in all variables of ¢. For that
purpose, we define the assignment +/, such that

m if XeUXag:
’}/(ZL’) _ Y «p(x) Irrec ‘ U lg
~(x) otherwise .

Now, we have that vy IFgee ¢ iff ' IFree ¢ since h*(my ) = Ym,, IFree A%, and +
and 7, are identical over X U X4, which are all the free variables present in
A", we conclude that 7 IFree AY,. And by the initial assumption we have v/ IFgee .
Therefore, 7 IFger ¢, and we conclude that A, Feer ¢. Moreover, since A = A(Zw),
we have that A, = A as well.

From the above result we can extract the following important corollaries.

Corollary 3.2.11. For all ¢ € Lree(X,), AY, Frer @ iff AY Frer @, and AZ, = A7,
Corollary 3.2.12. For every ¢ € Lrer(X,), ¢ has a model in Mod(AL,) iff (pAAY)

has a model in RX».

We are now able to establish the first main result of this section.

Theorem 3.2.13. Let . be a compact and small satisfaction system. The axiom-
atization

AX?, o (A ger + A7)

s a sound and weakly complete axiomatization for ./P.



48 Chapter 3. Exogenous probabilization of logic systems

Proof. From Theorem 239, we conclude that AXger + Af, is a weakly complete
axiomatization for the induced subsystem (Face(Xp))7 . Now, we can apply The-
orem because h,, is finitary and A’ -conservative. Therefore, we have that
h; LV AXger + A")) is a weakly complete and sound axiomatization for .77. ]

The limitations imposed to .#, being small and compact, can be lifted if we
transform h, into a weak morphism.

Consider the map hy : /P — (X)), such that E;U = h,, and by (¢,7) =
My (), @ defined in Proposition B.2.10, for all ¢ € L” and v € RX».

Proposition 3.2.14. The map hy) : 7, = Frer(X)) is a finitary and AP, -conservative

weak morphism of satisfaction systems.

Proof. Let v € Mod(A%,) and ¢ € LP. From the above definitions we have
Uﬁ]]hfj(ww) = v(xg), for all B € atb(y). Hence, by applying induction on subfor-

mulas of ¢, we have that b, (p,7) IF? ¢ iff 7 lFgcee E;U(gp), and, therefore, b is a
A" -exhaustive weak morphism. Let h* : M? — Mod(A¥,) be the map introduced
in Proposition B.29. So, for every model m € MP? and formula ¢ € LP,

LB o (my) = Yn(@5) = [B]om

for all B € atb(p). Thus, m IFP ¢ iff b (¢, h*(m)) IF? . Now, b (¢, h*(m)) IFP o iff
h*(m) IFree EZJ(@). Hence, if A, Frer EZJ(@), then ¢ is valid, and we conclude that
the morphism is A” -conservative. Finally, the proof of Proposition B.2.10 can be
adapted to prove that the morphism is finitary in a straightforward manner. O

Since we are just looking for a weakly complete axiomatization for .77, the weak
morphism A’ is able to establish it more generally.

Theorem 3.2.15. Let .7 be a satisfaction system. The axiomatization
def ;, _
AXCPY = hp I(AXRCF + A?p)
s a weakly complete and sound axiomatization for ./P.

Proof. 1t is a direct consequence of Theorem 2.3.15l O
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Although this last result makes the previous Theorem unnecessary, to-
gether they show that the lack of (strong) completeness for .#? might come from
two sources. The first source, with .% small and compact, comes from the inexis-
tence of a (strong) complete Hilbert calculus for #4cr(X,,). The second, comes from
the limitation created by the weak morphism. We also remark that the impossibility
for RCF formulas in .7(X,) to express o-additivity is a crucial limitation.

3.3 Satisfiability

Clearly, the satisfaction problem for .7 can now be solve by the following result.

Theorem 3.3.1. The formula ¢ € L¥ has a model iff (hy(0) A AZ) has a model.

Proof. Tt is a direct consequence of Corollary [3.2.12] O

We say that a satisfaction system .7 is decidable if its subset of valid formulas
(of £) is decidable.

Corollary 3.3.2. If . is decidable, then S? is decidable.

Here, we notice that, relatively to the size of ¢, the size of Ep(gp) is linear, but
the size of Ag is exponential. Furthermore, we remark that all formulas involved in

the previous theorem, the set {h,(¢)} U AZ, belong to the existential fragment of
Lrer(Xp). And this fact will be fundamental to establish the complexity in the next
theorem.

Let ¢ be a formula of £P. Given a set I' C atb(p), we denote by AZ(T) C
Lrcr(X,p) the set of formulas obtained from Ag by

e removing all formulas where the only variable is x3, and

e setting xs to zero in all the other formulas,

where xg run over all § € atb(y), such that § ¢ I'. [l The next lemma shows that
this construction is correct, in the sense that it reflects satisfiability.

I To comply with the notation we should have written A%( instead of AE, but no confusion

®)
arises from this simplification.
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Lemma 3.3.3. Let I C atb(y) be a set containing a satisfiable formula. Then, AY

has a model whenever A7(T) has a model.

Proof. Let I C atb(p) contain a satisfiable formula. We have two cases to consider.
First, if I contains a valid formula, say [, then this is the only satisfiable formula
in atb(y). Therefore, (x5 = 1) and (zg = 0) belong to AZ(T'), for all 3’ € ' such
that f’ # 5. And a model of AE(F), say v : X, = R, must assign 3 to 1 and zero
to all the other variables (from formulas of I'). Therefore, 7 can be transformed in
a model of A% by setting all the variables (of formulas in atb(¢) \ T') to zero. The
second case, is when I' does not contain a valid formula. Hence, Ag (") does not
have any formula of the form (zg = 1) and neither does A%, for § € atb(y). Since I
contains a satisfiable formula, say § € T', then (x5 = 0) does not appear in A%(T").
Let v : X, = R be a model of Ag(F). Again, we can transform 7 into a model of
A7 by setting to zero all the variables of formulas in atb(e) \ T O

We are now prepared to present a SAT algorithm for .7, that makes use of the
SAT procedure for .. Given a formula ¢ € LP, the steps of Algorithm [l are the
following.

(line 1) — We try to find a model for each molecule ¢ of .

(line 2) — By the small-model Theorem for .7?, it is enough to browse
for models of size k + 1, where k = |bf(p)].

(line 4-6) — We apply Sat s over all formulas of I' C atb(ip) to get a state space
M for the model.

(line 8-12) — If M is not empty, then we try to get a suitable probability
distribution over M (a model for ¢).

(line 9) — We translate ¢ to the corespondent h,(¢) in Lecr(X,).

(line 10) — We built A%(T') directly just by using the results of line 5,
without explicitly having Ag. And this is crucial to keep the space used
polynomially bounded.

gine 11) — We throw (Ep(gp)/\Ag(F)) (an existential formula) to the solver
alger-

(line 12) — If Satger returns assignment 7, then the Algorithm returns
(M, P,), where P,(m) = n(xg,,), for all m € M.
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(line 16) — At this step the algorithm stops and returns () (no model).

Algorithm 1: Sat”,(y)

Input: formula ¢ € LP
Output: m = (M,P) (mI-? ¢) or () (No Model)

1 foreach 1 molecule of p do

2 foreach I' C atb(p) of size < Size()) do
3 M = (;

4 foreach (€1 do

5 mpg <— Saty(ﬁ);

6 M = M U {mg};

7 end

8 if M # () then

9 ¢ «— hyp(¥);

10 Y — ¢ NAF(D);

11 n<— SatRCF('l/));

12 if n# 0 then return m = (M,P,);
13 end

14 end

15 end
16 return () (No Model);

Theorem 3.3.4. Algorithm/ for the satisfaction problem for /P in at least PSPACE,
and a witness (model) is obtained in at least EXPSPACE.

Proof. First, we need to prove that the algorithm is sound, i.e. if Sat,(¢) returns
a pair (M,P,), then (M,P,) IF? . This is clearly true from Theorem B3] and
Lemma B33l Second, the algorithm is also complete, i.e if Sat’, (¢) returns §) (no
model), then ¢ is unsatisfiable. Suppose ¢ has a model, then by the small-model
theorem (Theorem B.1.12) and its Corollary B.1.13] it has a model (M, P) such that
M is constituted by models of formulas of atb(¢). Therefore, a set I' C atb(p) must
exist, of size at least size(p), such that M must be obtained eventually in lines 4-6,
using such I'. Now, for 8 € atb(p) \ I' and m € M we have that m I 8 (since m
must be the model of another formula in I' C atb(¢) and such formulas do not share
models). Hence, [[B]up) = 0, for all 3 € atb(p) \ I'. And the assignment ./ p)
(see Lemma B.2.8) must be a model of AZ(T'). Therefore, the algorithm will return
the model (M, P, if another is not returned before. With the exception of lines

M,P>>
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5 and 11 all others are PSPACE. We remark that the formula (h,(¢) A AZ(T)) is
an existential formula. Thus, the complexity of step 11 is PSPACE (in the size of
the ¢) if the goal is to determined whether ¢ is or not satisfiable. On the other
hand, the complexity of step 11 is EXPSPACE if the goal is to obtain a model that
satisfies formula ¢.

O

The complexity of line 5 depends on the time/space complexity of Sat and the
worst possible size for mg, with 8 € atb(¢). When . has a small-model property,
we might be able to work within Sat» to yield “small” models. Moreover, if we want
from Sat”, just a “yes-no” output, and Sat» can also return “yes-no” answers, then
we do not need to store (being satisfiable) the models mg, but just its associated
formula 8. And the algorithm can proceed since the models are not ever needed.

3.4 Model-checking algorithm

The solution to the model-checking problem for .7 must be based on the model-
checking procedure for .. In Algorithm 2l we present a generic procedure to model

check in .77.
Algorithm 2: ModelCheck(m, ¢)

Input: model m = (M, P) € MP and formula ¢ € LP
Output: boolean value m IFP ¢

1 forall the g€ bf(p) do

2 ‘ [[fﬁ]]m = ZméM:mIFﬁ P(m)

3 end

4 forall the subformulas v € sf(p) do

5 switch ¢ do

6 case (tl < tg) cm P (tl < tg) if [[tl]]m < [[tg]]m,

7 case (~hy) 1 mIFP (~ahy) if m P 4y

8 case (Y1 J 1) : mIFP (¢ T o) if mIFP Py or m IFP ihy;
9 endsw

10 end

This algorithm calls a polynomial number of times (in the sizes of formula ¢ and
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set M) the model checker for the base system .7, at line 2. And these calls can be
made in a way that we do not need to repeat them for each formula 5 € bf(p).

Theorem 3.4.1. The model-checking problem for .#P can be solved by Algorithm 2
with O(size(p) x size(M)) calls of the model-checking procedure for .7 .

3.5 Adding globalization

In [MSS05| the enrichment includes a non-probabilistic global fragment. Let .
be a satisfaction system. The models m € MP? have all the necessary ingredients to
define the semantics of the formulas £9. Therefore, we can “merge” the two systems,
9 and P, and obtain the satisfaction system:

otg) — <£(:n+g)"/\/l:n7 ||_(;n+g)>

such that

o LP19) is given by

to=r1] fﬁﬂ (t+t)] (t1)
=Bl E<t)] (~o)[ (¢ I)

with 8 € £ and r € Alg(R);
e MP asin ./7;
e |HP+9) is defined by

— m IF®+9) (3] iff V(S) IF B;

— m @+ (t1 < to) iff [t1]m < [t2]m;

— m IFPT9) (~p) iff m @9 o

— m IFPH9) (o) 3T py) i m IFPT9D) @) or m IFPH9) oy,

for m € MP and ¢ € LP+9),
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Let ¢ € £LP*9). Consider the set bf(p) of all base formulas 3, in which [3] or
[B appear in ¢, and the set I'sar C atb(y) of all satisfiable formulas. Moreover,
consider the set

M(Csar) € {ms € M : B € Tgar,mg I 5},

containing one and only one model for every formula 5 € I's47. Clearly, for every
B € Igar, we have that mg I 3, for all 5’ # 8, with 8’ € T'sar.

Given a global model (S, V), we can consider it just as a set of models (V(.5)),
and vice versa.

Proposition 3.5.1. (Finite-model property) If ¢ € L9 has a model in MY, then it
has a model (S, V') such that V(S) C M(I'sar).

Proof. Let ¢ be a satisfiable formula of £9, and (S,V : S — M) a global model,
such that (S, V) IF9 ¢. And let bf(¢) = {f,..., Bk} Then, for every m € V(S),
let A, ={1<i<k:ml-p;}, and

Ya,, = (Nsea,B) A (Asga,.B) € atb(p).

Hence, m IF vy,. Now, for each m € V(S) there is m'" € M(I'sar), such that
A, = Ay, Let M be that set containing all such elements. Consider the global
model (M, idys). Therefore, it is clear that (M, idy) IF9 ¢ since V(S) and M are
equivalent over bf(y). O

Corollary 3.5.2. If . is decidable, then %9 is decidable.

Proof. Let ¢ € L£9. After applying a finite number of times the SAT algorithm of
&, we obtain the set M(I'sar). Then, we can run through all the global models
M C M(T'sar) and test the satisfiability of ¢. As a result, if no model is found, by
Proposition B.5.1] there is no model, and the formula is unsatisfiable. O

Now, from PropositionB.5.J]and Corollary B.1.13] if ¢, € £9 has a model, then it
has a model (M), such that M C M(I'sar); and, similarly, if ¢, € L? is satisfiable,
then it has a model (M’, P), such that M’ C M (I'sar).

Let ¢, € L9, ¢, € LP, and let I'y be the subset of I'g47 of formulas 3, such that
F9 (¢, 3 [5]). Hence,
=9 (pg 3 (Maery [78]))- (3.5)
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To simplify, we will write ¢, = (Mgery[78]) and ¥, = (Mgery (JB = 0)). We
have the following result.

Lemma 3.5.3. If p, € L7 is satisfiable, then (M (I'sar) \ M(I'n)) is a model of ¢,.

Proof. If ¢, is satisfiable, then it has a model (M), such that M C M (I'sar). By
propositional reasoning, there is a molecule ¢’ of ¢,, which (M) IF? ¢'. Therefore,
for each 8 € bf(yy), in which [§] occurs positively in ¢, m IF 3, for all m € M.
And if B € bf(p,), and [5] occurs negatively in ¢’, then there is m € M, such that
m IF —=f. Let mg € M, for some 5 € I'sar. So, (¢, I [-5]) is not valid, and
mg g M(FN) Hence, M Q M(FSAT) \ M(FN)

Now, let mg € M(Lsar)\ M(L'y), for some S € I'gar. Suppose (M U {mg}) I9
¢'. So, it must be because mg does not satisfy one of the formulas 5" € bf(p,),
that occurs positively in ¢’. So, /' must appear negated in 5, and we have that
([#'] 3 [-8]) is valid. However, this is a contradiction of the fact that mg & M(T'y),
and we conclude that (M U {mg}) is a model of ¢'. Therefore, (M (I'sar) \ M(I'n))
is a model of ¢’ and, consequently, also of . O

A preservation of strong completeness was proved in [Gon08]| (see Theorem [2.2.7]).
Herein we prove a preservation result for weak completeness, through the construc-
tion AXY, presented in Section As expected, we denote by - and F9 the conse-
quence relations defined by AX, and AXY,, respectively.

Theorem 3.5.4. If AX 5 is a weakly complete axiomatization for .7, then AXY, is

a weakly complete axiomatization for /9.

Proof. The soundness of AXY, comes from the proof of soundness of Proposition
224 To prove completeness we will verify that .79 is weakly Henkin—complete.
Let ¢ € L9 be a formula without a model in M9. Then, none of its molecules has
a model. Hence, from propositional reasoning it is enough to prove that F9 (~)),
for each molecule 1) of ¢. Let ¥ be a molecule of ¢, and A C bf () the set of all
formulas 3, such that [5] occurs positively in ¢ (and by A° we denote the set of
formulas that occur negated).

Y = (MpealB]) M (Mpea-~|[B])

We consider two cases.
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(a) A°is the empty set. Then, ¢ has a model iff (Ageaf) has model. Hence, from
the weakly completeness of AX o, we have = (=(Agea/3)) since ¥ does not have
a model. And we have the following derivation:

F9 [=(AgeaB)] by Proposition
F9 [=(AgeaB)] T (~[Ageab]) from (3) of Table 2T}
F9 [AgeaBl = (MealB]) from (1) of Table 2T}

1.
2.
3.
4. B9 (~1) by propositional reasoning.

(b) A€ is not empty, say A° = {f,..., Ok}, with & > 1. Then, ¢ has model if and
only if all the following formulas are satisfiable:
— (AgeaB) A (=51);
— (AseaB) A (22);

- (/\ﬁeAﬁ) N (ﬁﬁk)Q

Since 1 does not have a model, one of the above formulas is unsatisfiable, say
(AgeaB) A (=f1). Therefore, we can derive, in AXY,, the formulas:

1. B9 [=((AgeaB) A (551))] by Proposition 2.2.3
2. F9 [=((AgeaB) A (=51))] 3 (~[ApeaB] U [B1]) from (3) of Table 2T}

3. F9 (~[AgeaBlU[B1]) O (~[AgeaBlU[Br] L. .. L[Bk]) by propositional
reasoning;

4. F9 (~[AgeaflU[B] U ... U [BE]) O (~2) by propositional reasoning;

A
A

5. F9 (~1)) by propositional reasoning.
As a result, we conclude that AXY?, is weakly complete for .. O

This last result gives the weakly completeness transformation, but also a bound
in size of global models.

Corollary 3.5.5. (Small-model theorem) If p € L9 is satisfiable, then it has a model
(M) with | M| < size(p).
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Proof. In the proof of Theorem B.5.4] it is clear that a satisfiable molecule ¥ of a
formula ¢ € £9 has at least one model of size not bigger than |bf(¢)]. O]

We proceed by proving two lemmas necessary to address the transference of
satisfiability. These lemmas are fundamental to establish the bridge between the
global and the probabilistic validity.

Lemma 3.5.6. The following formulas are valid in & ®+9)

1. (183 (JB = 1)):
2. ([-6) 3 (JB = 0));
3. (8 > 0) 3 ~[-5).

Proof. 1. Let m € MP, such that m I-P+9) [3]. Hence, V(S) I 8 and V~1[3] = S.
2. It yields from (1) using equation eqN. 3. It is the contrapositive of (2). O

Lemma 3.5.7. The formula (¢, 3 1,) is valid in #P+9).

Proof. 1t follows from Lemma [3.5.6] and propositional reasoning. O

At this point, we can state and prove the result than enables the satisfaction
problem for .#®+9) to be solved by solving satisfaction problems in .79 and .#P.

Proposition 3.5.8. The formula (p,My,) € LP9) | such that p, € L9 and p, € LP,
is satisfiable iff v, is satisfiable and (@, M, is satisfiable.

Proof. (—) Let m € MP? be a model of (¢, M¢,), with m = (S, F,P, V). Hence,
m IFP9) o, and m IFPF9) o Clearly, we have that

m -9 o iff m, wf (S, V) IF .

Since (¢, 3 1,) and (1, 3 1,) are valid, we have also that m [FP+9) 3.

(¢-) Assume that the formulas ¢, and (¢,M,) are satisfiable. Hence, by Lemma
B.53, (M(Tsar) \ M(I'n)) is also a model of ¢,. Now, (¢, M1),) must have a model
m = (M, P), such that M C M(I'sar). Hence, from the fact that m satisfies 1, we
have that [[B], = 0, for all 8 € T'y. So, P(mg) = 0, for all § € I'y. This means
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that we can remove all the models M(I'y) from M and preserve the satisfiability,
iem' = (M\ M(Tx),P’) IFP (¢, M1,), where P’ is the restriction of P. Now, we
can extended m' to a model m"” = (M (I'gar) \ M (I'y), P”) by assigning probability
zero to all new added models, i.e.

P’ (m) = P'(m) ifme M,
0 otherwise

for all m € M(Tsar) \ M(Ty). Therefore, m” IF?+9 (o, M ¢,). O

This results give us a way to solve the satisfaction problem for . ®+9).

Corollary 3.5.9. If.7 is decidable, then ##+9) is decidable.

Proof. Let ¢ be a formula of £P*9) and consider a molecule ¢’ of its disjunctive
normal form. Clearly, ¢’ can be written as (¢, M ¢,), for ¢, € L£9 and ¢, € LP.
From the decidability of . we have the decidability of .9 and .#? (Corollary
and Corollary 3.5.2). Now, by Proposition 3.5.8 we conclude that .79 is
decidable. O

Another important consequence of the proof of the last Proposition [3.5.8is that
it gives a bound to the size of the model.

Corollary 3.5.10. (Small-model property) If ¢ € LP+9) is satisfiable, then it has a
model with 2 x Size(p).

Proof. In the second part of the proof of Proposition B.5.8 it is showed that we
can “merge” the global model (for the global fragment ¢,) and the probabilistic
model (for the probabilistic fragment ,). Since both are bounded by Size(yp), the
resulting model is bounded by 2 x Size(p). O]

The transference of weakly completeness arises naturally from the above SAT
procedure.

Theorem 3.5.11. Consider the schema axiom

IN ([8]3(/8=1).
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If % has a weakly complete axiomatization AX o, then
AXET) Y AXP 4 AXY, + IN

is a weakly complete axiomatization for #®+9).

Proof. Let AX» be a weakly complete axiomatization for .. From Theorems B3.5.4]
and B:2.15] we have weakly complete axiomatizations AXY, and AX",, for .9 and
P, respectively. Since AXY, and AX", are contained in AX_(;J“‘] ) everything deriv-
able in one of them is also derivable in AXg+g). The soundness of AXgJFg) yields
from the soundness of AX",, AX?, and from the validity of the schema axiom IN,
proved in Lemma [3.5.60 Regarding weakly completeness, we will prove that .7 ®+9)
is weakly—Henkin complete, i.e every consistent formulas is satisfiable. Let ¢ be
formula and L¥_, o; be its disjunctive normal form. If ¢ does not have a model, then
every ¢; = (i 4 M ;) is also unsatisfiable. From Proposition B.5.8] ¢; , must not
have a model or (¢;, M1;,) does not have a model. Now, if ¢, ; is unsatisfiable,
then 9 (~p; ), and therefore -P+9 (~(p; , M ;) = ~p;. On one hand, it could
be the case that ;, is unsatisfiable, and then F? (~(y; , M ¢;,)) = ~@;. On the
other hand, if ¢;, is satisfiable and (y;, M ;) is unsatisfiable, then K (~¢p;,)
and F? ~(p;, M1;,). Now, by propositional reasoning and using Axiom IN, we
have that FP+9 (~ap;,) 3 (~1);,). By weakly completeness of AXY,, we also
have +®+9) (~ig O ~;,). Again by propositional reasoning we conclude that
FP+9) (~ip; , U~ ) = ~p;. Thus, we have FPT9) ~op; if ¢ does not have a model,
for all i = 1,..., k. Therefore, FP+9) (~g). O

Algorithm [B] below aims at solving the satisfaction problem for .#®+9) . The
correctness of the algorithm follows from Proposition B.5.8l

Given a formula ¢ € L£P*9  Algorithm [ executes the following sequence of
actions.

(line 1) — We try to satisfy one of the molecules ¢; of ¢.

(line 2) — By the small-model property (Corollary B.5.10), it is enough to
search for models of 2 x Size(y).

(line 4-6) — We apply Sat to all formulas of ' to obtain a state space M.
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(line 8-11) — If M is not empty and M is a model of ¢, ,, then we verify if
(¢ip M) has a model in .7, by the same steps as in Sat’,, and return that
model if found.

(line 17) — The algorithm returns () (no model) and stops.

Algorithm 3: Sat?™ ()

Input: formula ¢ € £P+9)
Output: m = (M, P) (m IF?+9) ©) or (} (No Model)
foreach ¢; = (v;, M ;) molecule of ¢ do

foreach I' C atb(p) of size < 2 x Size(yp;) do
M =0
foreach (€1 do
mg <— Saty(ﬁ),
M = MU {mg};
end
if M #0 and M IF9 ¢; , then
¢ < hp(pip Mtip);
0+— oA A%(F);
n<— SCLtRCF(é);
if 7 # () then return m = (M,P,);
end
end

end
return () (No Model);

The next result states the correctness of Algorithm [3l

Theorem 3.5.12. The Algorithm [3 solves the satisfaction problem for .#®+9)  at
least in PSPACE, and provides a witness (model) at least in EXPSPACE.

Proof. Clearly, the soundness and completeness of the algorithm is ensured by
Proposition 5.8 and Corollary B5T0. Once more, the bound at line 2 on the
size of I' keeps all other lines polynomial, maybe with exception of line 5 and 9.
Hence, the complexity of Satgce establishes the lower bound for the complexity of
the algorithm. Since (¢ A A}(T')) is an existential formula, the complexity of step
11 is PSPACE (in the size of the ¢) if the goal is to determined whether ¢ is or not
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satisfiable. On the other hand, the complexity of step 11 is EXPSPACE if the goal
is to obtain a model that satisfies formula . O

3.6 Towards quantization

In [MS04al, MS04b, MS06l, [CMSS06] the process of probabilization of a logic sys-
tem is viewed as an intermediate step towards quantization, where the base system is
enriched with quantum features. This process is similar to the one used in Definition
B.L1l but the language is extended to include reasoning over complex amplitudes

of (pure) quantum states. In this section, we study the probabilistic fragment of
quantization [CMSS06].

Given a satisfaction system . = (£, M, IF) we define the quantization operator
(plus globalization) of . as the system

latg) — (E(q+g)7Mq’ ||_(p+9)>

where:

e £(9%9) ig given by

tae=r] [B] E+t)] (t1)
pu= Al C<t)[ (~o) [ (¢T3 9)
with f € £ and r € Alg(R);
e M¢ is the class of tuples m = (S, p, V'), such that

— S is a finite set (of base states);
— p is a quantum state (density operator) on H(S) = ¢*(S) (the Hilbert
space isomorphic to C¥1);

— V : S — M assigns a model to each base state of S, and V~[f] = {s €

S:V(s) Ik B}
o |F@+9) i5 defined by

= [rlm =
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— [JBlm = tr(Psp), with Pg = 3" 115 |5)(s] the projection onto V=[A];
= [t + tolm = 2] + [to]m;
= [tto]m = [t ]m-[t]m;

= m IF@9) [g] iff V(S) IF B;

— m |Flat9) (t; < tg) iff [[tl]] [[t2]]m;

— m IFa+9) (~p) iff m [T

= m IF9) (o1 T o) iff m PP o1 or m IFPT) oy,

for m € M? and ¢ € £7F9),

Proposition 3.6.1. Let . be a satisfaction system. Then, /P+9) =% 7(a+9),

Proof. The family of projections {Ps : f € L} is commutative and generates a
commutative x—algebra @7 of operators on H(S). So, we can identify a tuple m =
(S, p, V) with the quantum probability space Q,, = (H(S), &, Q,) (see Section[A.2).
Now, by the spectral Theorem [A.2.8 to the quantum space Q,, we can associate
the probability space Py, = (S, 2% P,), such that, for all A C S, P,(A) = Q,(A) =
tr(Pap), where P, is the projection onto A.

Consider the total map hy : .ZP+9) — #(@+9) guch that
o hy: LTI s £+9) i the identity map (since LPT9) = L£a+9));
e hy : M? — MP transforms the tuple m = (S, p, V) into the tuple hy(m) =

(5,25 P,, V), where (S,2°% P,) is the probability space given by the spectral
Theorem [A.2.8|

To prove that h; is a morphism of satisfaction systems we proceed by induction on
¢ € L1979 First, for global atoms [3] we have that

m IF9) (] iff V(S) IF B iff b, (m) IFP9) 3], (3.6)

for all 8 € L. Now, for the denotation of terms [ we have that

[JBlm = tr(Pap) = Q,(Ps) = P,(V[B]) = [JBln, om): (3.7)
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for all 8 € L. Clearly, from Equation B.7 we infer that m and h,(m) agree on all
terms and, thus, must agree also in the satisfaction of atomic inequations. The
cases for negation (~) and implication (1) are straightforward, and we conclude the
verification that h; is a total morphism.

Now, to a finite probability distribution m = (S, P) we can associate the induced
quantum probability space Q,, = (H(S), M(|S|,C), Qp), given by the construction
of Example [A.2.7 From [Gle57], it must exist a quantum state (density matrix)
pm on H(S), such that Qp(A) = tr(Apn), for A € M(|S|,C). Hence, to m we can
associate the quantum state p,,, and

P(A) = Qp(Pa) = tr(Papm) forall ACS. (3.8)

Moreover, for each m € MP and ¢ € LP9) we can use a similar (quotient)
construction to the one used in Proposition B.I.T0l (where bf () now includes also the
base formulas from global atoms) to obtained a model m,, over a finite probability

space. And such that m, IFP+9) ¢ iff m IFPT9) o for all 1 € sf(yp), with 1,
¢ € Llat9),

Next, consider the total (weak) map hy : @9 — .#®+9) guch that

o hy: L9 5 £(P+9) ig the identity;

o hy : L) x MP — MY assigns to each ¢ € £+ and m € M the tu-
ple hy(p,m) = (S, p, V), such that given the finite distribution m, = (5, P)
(obtained from the process described above), p is the quantum state (density
matrix) induced by m.,.

We need to prove that h,(p,m) IF@+9) o iff m IF®+9) o for all m € MP and
¢ € L1979 From Equation B.8 we conclude that m and hy(p, m) satisfy the same
atomic inequations of ig(y). From the construction of m,,, we know that

m IF®T9) (8] iff my, P9 (8] ifF V(S) I B iff hy(w, m) IF4F9) 5],

(where m, = (S,P)) for all [5] € sf(y). Hence, by simple induction on negation
(~) and implication (1), we have that

M IFP59) 4 Sff By (o, m) IFO9 4, for all ¢ € sf (). (3.9)

Therefore, in particular, m IFP+9 o iff m, IFP+9 o iff hy(p,m) -9 and for
this reason hy is a total weak morphism. Therefore, .77 #+9) x=@ #(a+9), O
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We can now capitalize the axiomatization for AXgJFg) obtained in Theorem

B.5.11

Theorem 3.6.2. Let .7 be a satisfaction system. Then, AX?ZJFQ) is a weakly com-

plete and sound axiomatization for .#(1+9),

Proof. 1t is a straightforward corollary of Proposition 3.6.1land Theorem B.5. 11 [

3.7 Remarks

In Section [3.1] we establish the fundamental framework to study the exogenous
probabilization of a satisfaction system ., and prove several technical results. The
main tool introduced is a generic translation to the theory of real closed fields, RCF,
of the formulas £P obtained with the probabilization. With this translation, we are
able to prove that the system .#” is essentially (weakly) equivalent to a sub-theory
A", of RCF. Then, supported in the axiomatization and SAT algorithm for RCF, we
are able to transfer such properties from . to 7.

The combination of probabilization and globalization is addressed in Section
This combination provides a logic system with non-deterministic and probabilistic
features. Since the combination process preserves the probabilistic models, there is
interference between the two components. And the central problem is to character-
ized such connection.

Despite the fact that globalization is viewed as an intermediate step of prob-
abilization, their combination yields a system with two very different components
of reasoning. The probabilistic component relies strongly on RCF results, and the
global component does not. Therefore, our option was to study each operation, over
logic systems, separately and then study the combination. Moreover, the translation
of the global part to RCF imposes a technical problem that is not worth solving.

As a final remark about quantization, we point out that in [MS06, [CMSS06| the
models are essentially similar to ours (pure quantum states), with the exception that
they include some extra information about how the state may be factorized. As a
consequence, and in order to use this information, the language is more expressive,
and is able to express complex amplitudes of the (pure) quantum state. We strongly
believe that we can extend the results of the previous sections to the quantum case
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IMS06]. In order to do this, we must replace RCF with the decidable FOL theory of
algebraically closed fields, which already appears in [CMS06].
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Chapter 4

Worked examples

We now present some examples to further illustrate the relevance of our re-
sults. The first example is a probabilization of CPL where we interpret the formulas
as random events. This logic extends the probabilizations of [Nil86, [FHM90| by
including global reasoning, and is equivalent to the exogenous probabilization of
[IMSS05]. Next, we define the probabilistic temporal logic introduced in [VWS86], to
reasoning about probabilities of path-events in Markov chains. And we study it by
establishing an (weak) equivalence with the probabilization (plus globalization) of
LTL. Finally, we construct the temporalization of EPPL using the technique and the
results obtained in Chapter 2, on exogenous combination of system by morphisms.

4.1 Exogenous probabilistic propositional logic

In this example we study the logic system introduced in [MSS05]. Such logic
contains a global fragment for non-deterministic reasoning, and the exogenous prob-
abilization of CPL. The logic will be presented as in [BM09], and later showed to be
equivalent to its original version [MSS05].

Let A be a countable set of propositional symbols, and consider a stochastic
process X = {X, : § — 2},ea over the probability space (S, F,P). For each
propositional formula 5 € Lp (A) we define by induction on its structure the func-
tion Xz : S — 2, such that

* Xmp =1—Xp;

67
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i X(51=>ﬁ2) = mam{l - XﬁUXﬁQ}'
Given the above, we have the following result.
Lemma 4.1.1. For every € Lep(A), X5: S — 2 is a random variable.

Proof. 1t is clearly true from the closure properties of o-fields, and the semantics of
propositional formulas. O

The exogenous probabilistic propositional logic (EPPL) over A, of [BM09], is the
system yEPPL(A) = <‘CEPPL(A)a Meppr, H_EPPL> where

o Lepp (A) is defined by

ﬁ:: ﬂ (=8) [ (5¢6)
0 [B] E+t)] (tt)
wz[ﬁ]ﬂ t<t)] (~o) ] (¢ 29)

with a € A and r € Alg(R);

o Mcpp, is the class of tuples m = (S, F, P, X) such that X := {X, : § = 2},ea
is a stochastic process over (S, F, P) indexed by A;

o |Fepp, is defined by:

JB]m = ( ) ( 3), where E means the expected value;

— m lreep [B] iff Xp(s) =1 for all s € S

— mbepp (81 < to) iff [t1]0m < [t2]m;

— m Irgpp (~p) iff m | eppL @

— m beppL (01 0 @2) iff M fepp. 01 O M IFgpp 2,

for m € Mepp, and ¢ € Lepp (A).
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The set of propositional symbols can denote spatial locations, time moments or
other notions, to be illustrated by the following examples.

Example 4.1.2. A simple model is one describing the toss of two fair coins. Fach

coin represents a probabilistic bit, that is, the set of propositional symbols is A =
{a1, as} where random variable X,, models the outcome of one coin and X, models
the other. The outcome of tossing the two coins is described by the probability dis-
tribution m = ({00,01, 10, 11}, P) where P(xy) = i, Xo, (zy) =2 and X, (zy) =y
for all x,y € {0,1}. It is easy to see that

m e (fon =1/2)  and  m lbgpp ([(a1 = a2) = 3/4).

A more complex model than Example [£.1.2] can be obtained from a probabilistic
cellular automaton.

Example 4.1.3. Let (Xo,...,Xo) be the random Boolean vector representing the

state of an one-dimension probabilistic cellular automaton with 10 cells. Assume
that the automaton starts in state 0110000101 and consider the probabilistic local
rules of the automaton as described in the Table[4.1], where

g =PV = 00X = 0, X[ = 0, X[ = i)

is the probability of cell X; be zero, given that, in the previous moment in time,
its neighbors were in configuration x;_1x;x;11 (the indices i are taken mod 10), for
all i = 0,...,9. It is possible to define a probability distribution representing the
probabilistic behavior of the next state of the cells.

Ti—1TiTi+1 qi Ti—1T3Ti+1 qi
000 1/4 100 1/3

001 1 101 2/3
010 |2/3 110 | 2/7
011 0 111 1/3

The index 7 in z; is taken module 10.

Table 4.1: Probabilistic local rules

Clearly, we have a propositional symbol describing the state of each position of
the Boolean vector, that is A = {ap,...,a9}. The sample space S is the set of all
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configurations S = 2. Given a configuration s = xq...x9 € S its probability is
given by P(zq ... 29) = qo(xo) X+ - - X qo(x9). Finally, the model representing the state
of the cells after applying the rules to state 0110000101 s given by the probability
distribution m = (S, P).

It 1s easy to check that

m 1 epee [(01 A (m0))],

which captures a deterministic behavior of the cellular automaton. For a quantitative
example we have

mlbepe ([(a5 V ag) < [(ag = as))

since [ [(as V ag)lm < [[(ao = as)lm corresponds to 2 < 5. And given a configu-
ration 0111010100 we could set a bounded to its probability

Ly

(J(mao) Aag Aas A (o) Aas Aag A (—as) A (—ag) < =

Let us now see an example given by a Markov chain.

Example 4.1.4. Consider an experiment where a fair coin is tossed until the out-

come is heads (represented by true). Consider an infinite, countable set of propo-
sitional symbols A = {aq,...,an, ...}, where o, represents getting a head at time
n € N. Since we stop after getting the first head, the coin will remain in that
state from that point on. This property can be specified using the EPPL formulas
[(a; = ig1)], for alli e N.

This process can be described by the EPPL model m = (S, P, X), over the set of
propositional symbols A = {c, ..., ay, ...}, where:

o S ={0F1:k >0} C {0,1}*, where {0,1}* is the set of all infinite sequences
over {0,1};

o X, :S — 2 is the state of the coin at time ¢ € N, for all o; € A; and

o P(0F1¥) = 5, for k > 0.

Note that, in contrast to the usual approach in probability theory, we exclude
from S all tmpossible events. In this case, we exclude all the sequences where a 1
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1s followed by a 0. This is important in order to ensure non-probabilistic semantics
for global formulas such as [(c; = a3)].

We have the following:

o m lrepp [(Cty = apy)], for all n > 0; that is, when the outcome is heads the
process is stopped, and the coin stays in that state henceforth;

e the configuration 001* can be represented by the base formula

((ma1) A (maz) A as);

e the configuration “never heads”, 0¥, cannot be represented by any base for-
mula. The limitation comes from the fact that the EPPL model is an infinite
stochastic process, but we do not allow infinite conjunctions of EPPL proposi-
tional symbols. So, each formula will mention only a finite number of random
variables.

We can group the random wvariables into a finite set, in order to overcome the
above limitation. Consider the finite stochastic process m' = (S, P, X'), over A’ =
{a1,...,an_1, s}, such that (S, P) is as above. And X' = {X1,..., X,1}U{X},
where each random variable X1, ..., X,_1 is as above, and X is 1 if we eventually
get “heads”, at time n or after, and 0 otherwise.

In this case:

o the basic formula By := ((ma1) A ... A (mapm—1) A (Das)) Tepresents the config-
uration 0 and m/ IFgep, ([Bo = 0);

o 50, M lkeep ([(—80) = 1), but m' V-epp, [(—50)]-

Obuviously, there are many other events that are impossible to represent within this
stochastic process. However, the above example shows us that we can do reasoning
about path-events by encapsulating them wn propositional symbols.
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4.1.1 Completeness

In [BM09|, and following the ideas of [MSS05|, a weakly complete and sound
axiomatization was extracted from the SAT algorithm.

Consider the set of axioms and inference rules AXgpp, :

G1 Feep [B]  for all valid 8 € Lep (A);
G2 Fepp ([B1= B2] D ([81] 3 [B2)));
IN e ([8] T (JB=1)) ;
EqN Feee (26 =1— [B);
EqP Fepp ([8<0) ;
EqA Fepee ([(B1V B2) = [B, + [B, — [(Bi A Ba));

ROF beop 0 if  hy(p) A (Arcalg(p)pr(z,)) is a valid formula in RCF;
MP ¢, (901 1 902) FeppL 2

Theorem 4.1.5. [BM0Y, [MSS05] The aziomatization AXgpp, is a weakly complete

and sound azxiomatization for Lepp,.

Although the models of Stpp seem sightly different from the ones obtained by
applying the probabilization to .%cp,, and get .74, , they are essentially equivalent.

Given a set of propositional symbols A, consider the satisfaction system

SE(B) = (LET (W), @), ).

Now, for each 8 € Lep (A) and model m = (S, F, P, V) € (2*)P we can define
the random variable Xy 5 : S — 2, such that

1 if V(s) ke 8
0 otherwise,

Xyp(s) = {

forall s S.
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Lemma 4.1.6. For every model m € (24P, the following equalities hold:

1. Xva(s) = (V(s))(a), where V(s) € 24,
2. XV7(_|5)(8) =1- XVﬁ(S), and
3. XV,(ﬁ1=>52)(s) = max{l - XV7B1($)> X‘/ﬂz(s)}’

for all s € S.

Proof. The equalities follow directly from the semantics of propositional formulas.
U

From this last lemma, for a model m € (2*)?, we conclude that the fam-
ily of random variables Xy = {Xy.,}aea completely defines the random variable
Xyg, for B € L (A). So, we can associate to m € (24)? the EPPL model
my = (S, F,P,Xy).

Lemma 4.1.7. For every 8 € Lep(A) and m € (22)P, we have

1. mIFEED 18] iff my \Feee 8], and
2. [U‘ﬁ]]m = [[fﬁ]]mv

Proof. (1) Let 8 € Lep (A) and m € (22)P. Clearly, m -9 [B] iff Vs € S,V (s) IFep
B it Vs € S, Xy p(s) = 1 iff my IFeep. [5]. (2) By simple induction on the structure
of B € L, we can prove that V73] = X_lﬁ(l) ={s €S : Xyp(s) = 1}. Hence,
[/Blm =PV [B]) = P(Xv,s = 1) = [ [Blm, - O

Conversely, given a family of random variables X = {X, : S — 2},cp over
a probability space (S, F,P), we define the model mx = (S, F, P, Vx) such that
Vx(s) = {a € A: X,(s) = 1}, for all s € S. Observe that the model mx is well
defined since Vi '[8] = X5'(1) € F, for all 8 € Lea(A).

Lemma 4.1.8. For every € Lep (A) and m € Megpp,, we have

miee [B]  iff  mx IFE (3],

and
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Proof. Let B € Lep(A) and m € Mepp.. Then, m Ireep, [B] iff Vs € S, Xp(s) =

1iff Vs € S, Vx(s) IFep. B iff mx II—CI;,JLFQ [B]. The second part comes from the equal-
ity Vi '[8] = X5'(1). O

We are ready to state the equivalence.

Proposition 4.1.9. The satisfaction systems Fepp (A) and FET(A) are equiva-
l@’nt, yEPPL(A) ES yc('f;]:_g) (A)

Proof. Consider the maps h; : ch:rg) (A) = Fepp(A) and hy @ Fpp (A) — yc(f:rg) (A),
such that
hi and hy, are the identity

ﬁ1(<S>~F>PaX>) =mx and ﬁ2(<S,I,P,V>) =

For m = (S, F,P,X) € Mgpp. we have that Xy, o(s) = (Vx(s))(a) = Xa(s),

for all s € S. Now, using Lemma EI.7 and induction on formulas ¢ € L& (A) we

prove that
hy(m) = mx P& @ iff (S, F, P, Xy ) IFG? o iff m lepey .

And, therefore, hy is a total morphism of satisfaction systems.

For m € (2%)P we have that (Vx,,(s))(a) = Xo(s) = (V(s))(a), for all a € A

and s € S. Hence, Vx, = V. Now, from applying Lemma .T.§ and induction on

formulas ¢ € ££fg (A) we get that

hy(m) = (S, F, P, Xy Fepe @ iff (S, F, P, Vi, ) IFEFD o it m -2F9

From this we conclude that hy is also a total morphism, and that Yc(f:r g)(A) g

Clearly, the system .#¢p (A) fulfills the conditions of Theorem B.2.13] and we can
apply it to obtain an axiomatization for 7%, (A). Hence, by Theorem B.5TT], and
using the equivalence of Proposition L.1.9] we get an axiomatization for AXgpp, .

Corollary 4.1.10. The axiomatization Ang:[g 1s weakly complete and sound for

the satisfaction system Lepp (N).
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4.1.2 Satisfiability

The satisfaction problem for the probabilistic fragment of EPPL appears in the
literature as PSAT [GKPS88| I HJAT00, [APO1]. In Section B.5 we presented a generic
algorithm to perform SAT, Algorithm B and set a lower bound for its complexity.
For the particular case of EPPL we can simplify the algorithm and get the exact
complexity. We remark that the algorithm looks for models in yc(fj g ), given the
equivalence of Proposition A.1.91

Given ¢ € LET(A), we denote by A(p) the set of propositional symbols that

occur in .

Algorithm 4: Satepp (9)

Input: formula ¢ € LPF9)(A)

Output: m = (M,P) (mIF& &) or § (No Model)
1 foreach ¢; = (v;, M i) molecule of ¢ do

2 foreach M C 29 of size 2 x Size(ip;) do
3 if M I ¢;, then

4 ¢ — hp(@i,p M ¢i7p)§

5 Y — o NAZ(M);
6
7
8
9

n <— Satrer(V);
if 7 # () then return m = (M,P,);

end

end

10 end
11 return () (No Model);

Remark that, in line 5, we denote by A} (M) the set A%(T) (see Lemma B.3.3),
where I' is the set of base formulas 3, (CPL formulas), over A(¢p), that characterizes
valuation v € M, i.e. By = (Ap@)=12) A (Aya)=0(—)).

Theorem 4.1.11. Algorithml[{] solves the satisfaction problem for EPPL in PSPACE,
and provides a witness (model) in EXPSPACE.
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4.1.3 Model Checking

Given a finite set of propositional symbols A, and using the small-model theorem
we can assume that all EPPL models are defined over a discrete and finite probability
space.

For the model checking procedure we have to deal with computer representation
and, in practice, probabilities are represented by floating point notation and not
symbolically by algebraic real numbers. Thus, we consider only EPPL finite models
m = (S, F, P, X) specified with floating point notation arrays. Observe that, since
floating point numbers are rational numbers, they are also algebraic real numbers.
Therefore the semantics given does not require any modification. We represent an
EPPL model as a |A| x|S|-matrix X of boolean values for the random variables (where
the entry X(f, s) is Xs(s)) and an |S|-array P of real numbers for the probabilities.
The size of S is at most 2/ (up to equivalent states). Consequently, an EPPL model
can be stored in memory by the record (P, X).

Let ¢ be an EPPL formula. We construct the arrays

sbf(p) = (Bi,...,Bk), str(e) = (t1,...,ts) and sf(p) = (@1, -, Pn, @)

as the ordered tuples of base subformulas, algebraic real subterms and subformulas
of ¢, respectively, ordered by increasing length. As usual for floating points, we
assume that the basic arithmetical operations take O(1) time.

Given an EPPL model m and formula ¢, then the model-checking problem
consists of determining whether m IFgpp. 0. Model checking of EPPL is detailed in
Algorithm

Theorem 4.1.12. Assuming that all basic arithmetical operations and that access-

ing array/matrix values take O(1) time, Algorithm [l takes O(Jp| x |S]) time to
decide if an EPPL model m = (P, X) satisfies ¢.

Proof. The first part of the model checking algorithm (lines [[H7)) consists of writing
a Boolean [sbf(p)| x |S|-matrix B, where the entry B(i,j) is Xg,(s;), for all 1 <
i < |sbf(p)] and 1 < j <|S]|. In the second part of the algorithm (lines BHIH]), we
evaluate all the subterms to a floating—point |str(y)|-array T, where T'(i) = [t;]m, for
all 1 <4 <|str(p)|. In this part, denotation of the term [}3; is calculated in line 1]
by the matrix product of the two arrays, [ [Bi]m = B(i).P, for all 1 <i < [sbf(p)].
Finally, in the third part of the algorithm (lines IT6H23)), we evaluate all subformulas
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Algorithm 5: ModelCheckEPPL(m, ¢)

© 0w N O 0k W Ny

NN N R R e e e e e e e
W N R O © N0 U R ® N RO

Input: EPPL model m = (P, X) and formula ¢ € Lepp (A)
Output: Boolean value G(|sf(¢)|)

for i =1 to |sbf(¢)| do /* this loop iterates O(|p|) times
switch f; do /* each case takes O(|S|) time
case a: B(i) = X,;
case (~6;): B(i) = 1 - B(j)
case (8 = ) : B(i) = max(1 - B(j), B());
endsw
end
for i =1 to |str(yp)| do /* this loop iterates O(|p|) times
switch ¢; do /* each case takes O(|S])
case r: T(z) T
case [B;: T(i) = B(j).P ; /* this case takes O(2|5])
case (t; +t;): T(i) =T(j) +T(1);
case (t;.t;) : T(i) =T(j).T();
endsw
end
for i =1 to [sf(¢)| do /* this loop iterates O(|p|) times
switch ¢; do /* each case takes O(|S])
case [8;] : G(i) =1l B(j,1) ; /* this case takes O(|S|—1)
case (t; < 1) : G(i) = (T(j) < T():
case (~¢;) : G(i) = 1- G(j);
case (o3 3 1) : G(i) = max(1 - G(j), G(1));
endsw
end

*/
*/

*/
*/

*/

*/
*/
/

*

to a Boolean |sf(p)|-array G, where G (i) = 1 iff m IFgpp, @y, for all 1 <7 <|sf(yp)],
and return as output G(|sf(¢)]).

4.1.4 Applications

O

Propositional logic is widely used in the verification of hardware circuits in indus-
try. The techniques used exploit the increasing power of propositional SAT solvers.

The use of satisfaction algorithms in formal verification has been gaining importance
due to the lack of scalability of binary decision diagrams [BCCT99|. The MTBDDs
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used in probabilistic verification suffer from the same problem [HKNP06]. With
EPPL we are able to model defective gates. Consequently, we can extend verifica-
tion to quantitative properties and analyze defect-tolerant systems, circuits in the
presence of noise.

Hardware
oy o—
Qg &— QY
ﬁ > Qs [>
Q3 e 6

Figure 4.1: AND-OR-INVERTER (AOI21)

Consider the compositional circuit showed in Figure Il In the usual verification
of hardware we write a formula describing the implementation of the circuit and a
formula for the specification, both in propositional logic, CPL. In this case, the
formulas are the following;:

IMPLEMENTATION: (a4 < a1 Aag) A (a5 < as V ag) A (ag < —as);

SPECIFICATION: (ag < —(as V (o A ag))).

The aim of the verification process is to prove that from the implementation
we can derive the specification. Deploying the complete Hilbert calculus for the
propositional logic, we are able to prove that the circuit is correct for all inputs.

With EPPL we can extend the verification to quantitative properties. Suppose
that we know, from experimental results, that the real implementation of the AND
gate yields a correct value at least 99% of the time, the OR gate delivers correct
output at least 97% of the time and that, in the case of the NOT gate, no faults are
detected. In this situation, the formula that describes the implementation is

(Jlag e a1 V ag) > 0.97) N ([las < az A ay) > 0.99) M [(ap & —as)].

Using the weakly complete EPPL Hilbert calculus, we can derive that the imple-
mentation implies the specification, which is described by the formula

(fOéﬁ ~ _|(043 VAN (Oél V 062)) > 098),
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that states the quantified correctness of the circuit. The same is to say, that the
circuit has the correct behavior at least 98% of the time. As in the framework of
classical hardware verification, where SAT tools are used to validate the implemen-
tation, we can do the same for EPPL SAT. Let ¢, and ¢gpec be the implementation
and specification formulas, respectively. We apply the EPPL SAT algorithm to the
conjunction (@imp M ~@spec). I the algorithm returns “No Model” it means that
the circuit satisfies the specification, otherwise it will return a model that witnesses
a situation where the specification fails. Finally, we note that for EPPL formulas
without terms multiplication, the SAT algorithm can be simplified so that it is in
NP, by adapting the results in [FHM90|. This is no worse than the case of classical
propositional logic.

Software

Another potential application of EPPL is on bounded verification of programs
with random calls. Bounded model checking [CBRZ01, BCC™03| has been a suc-
cessful technique for catching bugs in software and hardware. The system under
verification is unfolded n times and sent together with a correctness property to a
SAT solver. In this way, bugs up to executions of length n can be eliminated. This
technique can typically be used to ensure the reliability of many critical systems.

Given a boolean probabilistic pmgmnﬂ P, we are able to translate it into an EPPL
formula pp representing its behavior. As in the previous example, the formula pp
describes the implementation. Consider the execution of the lines of the code in
Figure [4.2] (a) and its translation in Figure 4.2] (b) to an EPPL formula.

Now, if we wish to verify a probabilistic safety property, for instance,

Dsaf = ((fozﬂ <0.5)M (fozmz <05)M...MN (fozm5 <0.5))

we can send the formula (¢p M@y,r) to the EPPL SAT solver.

The Dining Cryptographers Protocol

Our next example is the “Dining Cryptographers protocol" [Cha88|. Consider
the following scenario. Three cryptographers working for a covert organization are

LA boolean probabilistic language is program in a simple WHILE programing language with coin
tosses and boolean variables.
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x = rand();

= rand();
§ =x Vy; (Jomr = 0.5) M (Jayy = 0.5)1
it ;X)= {_\ x — [Oéyg & g V Oéyl] M [Oéxg & —\ng2]|_|

1

exsi x V y; [Oéx4<:>05x2vay2]H[Oéx5<:>(06x2?06x3 : Oéx4]

}
(b)

(a)

Figure 4.2: Translation of a program to an EPPL formula

sitting at a round table, dining in a fine restaurant. After the meal, when it is
time to pay, the waitress informs them that the bill had already been settled. It
seems that either one of the cryptographers has paid, or the secret agency has. The
cryptographers would like to know which is the case, without revealing the identity
of the cryptographer if one of them has paid.

A probabilistic solution to this problem is as follows. Three (fair) coins are placed
on the table, one between each cryptographer. Each cryptographer tosses the coin
to his right, and records its outcome. In addition, each cryptographer is also able to
see the outcome of the coin toss immediately to his left. At the end of the tossing,
each cryptographer announces whether the outcomes of the coin toss on their left
and right agree. However, the cryptographer who has paid, if there is one, lies i.e.
inverts the answer. Now, if the total number of “agrees" is odd, then one of the
cryptographers has paid, otherwise it is their organization that has footed the bill.

The anonymity in this protocol can be expressed by the fact that the two cryp-
tographers who have not paid are unable to identify the one who has paid, if there
is one. The anonymity with the respect to the first cryptographer corresponds to
the assertion that the programs in which the second and the third cryptographers
pay, respectively, are equivalent. In [LMOWOS| the authors solve the problem of
program equivalence by translating them to probabilistic automata, and solving the
correspondent equivalence problem for probabilistic automata. A similar process is
possible by checking equivalence of EPPL formulas.
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Let c1, ¢2, and ¢3 denote the outcome of the coin toss of the first, second and
third cryptographer respectively. For each {i | 1 < i < 3}, we let ai be 0, if
ci = c(i+1), and 1 otherwise. In the case where the second cryptographer has paid,
the knowledge of the first cryptographer about the state of the variables cl, ¢2, al,
a2, and a3 is described by the formula

(Ja, =1/2)N([a,, =
(1 & (1 © ae2)] M (fer,, = 1/2) M ([(aag] U [—avgs)])-

Moreover, the case where the second cryptographer has paid yields exactly the
same EPPL formula as the case where the third cryptographer has paid. Hence,
these different situations are indistinguishable by cryptographer one, which proves
the anonymity.

We remark that using EPPL we can perform reasoning on finite integer data
types. Given a variable z ranging over the integer modulus n, we can use a basic
formulas, with at most log(n) + 1 propositional symbols, to specify all the possible
values of that variable. For example, for a integer variable x modulus 5, we use the
abbreviation

(x =4) = (maz1) A (mag) A (s).
Therefore, we can write the EPPL formula ( [(z =4) < 1/2) O [y = 0]).

4.2 Probabilistic temporal logic

In this section we define the probabilistic temporal logic (PTL) introduced in
[VW8E], to reasoning about probabilities of path-events in Markov chains. Then,
we establish the equivalence with probabilization (plus globalization) of LTL. By
this process and capitalizing the results obtained in Chapter Bl we get a weakly
complete axiomatization and SAT algorithm for PTL.

Given a countable set of propositional symbols A, a labeled Markov chain, over
A, is a tuple m = (S, P, u, V) were (S, P, ) is a Markov chain and V : S — 2%
Given a labeled Markov chain m, let P,, = (S, F,P) be the sequence (probability)
space defined by m. For a path m = sgs1s2... € S¥, we write 7@ = SiSit1 ... tO
denote its suffixes, and 7 (i) = s;, for all ¢ > 0.

From a labeled Markov chain m = (S, P,u, V) we define an induced Kripke
structure K, = (S, Rp, V), where (s,s") € Rp iff P(s,s’) >0, for all s,s" € S.
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For each LTL formula [, over a set of propositional symbols A, we define by
induction the function Xz : S — 2, such that:

Xo(m) = (V(7(0)))(a), where V(7(0)) € 2%
* Xp(m)=1- Xp(m);

o X(g=p,)(m) =1 — Xg, () + X, (m) x X, (7);
o Xxp)(m) = Xp(rV);

[ ] X(51Uﬁ2)(ﬂ') = XBZ(’]T) + X(_|52)(7T) X Xﬁl(’ﬂ') X X(ﬁIUﬁQ)(ﬂ'(l)), for all (S Sw.

Now, each formula 8 € Li7.(A) defines a language X (1) € S¥. By induction
we can easily verify that X (1) is the set all paths over S that satisfy 8 € L7, (A).
And this set may contain paths that are not possible in K,,. The next result states
that the languages defined by LTL formulas are measurable events of the sequence
space.

Proposition 4.2.1. [VIW8G] For every € L,7.(A), the function Xz : SY — 2 is a
random variable over P,,.

Given a countable set of propositional symbols A, the probabilistic temporal
logic over A (PTL) is the system

yPTL(A) = <£PTL(A)7 MPTLa H_PTL>

where

e Lor (A) is defined by

Bu=al (=8)[ B=p8)] XB)[ (BUS)
te=r] (JB)] t+6)] (1)

pu=[BI0 <] (~) [ (¢3¢)

with a € A, and r € alg(R);
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e Moy is the class of tuples m = (S, P, u, V') where (S, P, u) is a Markov chain
and V : S — 24,

e |Fpr is defined by

— m ke [B] iff Ky, Ik 55

— mlbpr (11 < to) iff [[tl]] < [ta]m;

— m ke (~p) iff m e v

— m e (01 3 @2) iff m Per 1 or m IFpr o,

for m € Mo, and ¢ € Lor (7).

We remark that our logic is more expressive that the one in [VWS86|. First,
we have real algebraic terms with addition and multiplication. Second, we include,
through globalization, classic LTL reasoning over the underlying Kripke structure of
the Markov chain. The past work about this logic have been focus in techniques to
compute the probabilities [ [5],,. Thus, syntax reasoning brings to verification of
probabilistic systems and important complement to model-checking.

4.2.1 Completeness

The logic PTL is not an exogenous enrichment of LTL, at least not completely
exogenous since the models are Markov chains. Although, as the next result proves,
the probabilization of LTL yields a system that is weakly equivalent to PTL.

Proposition 4.2.2. Zpy (A) &% ZE9(A).

Proof. Let ¢ € dﬁfg (A) and m € MYV;.. From the small-model property (Corollary
[B.5.0) there is a finite probability distribution m’ = (M, P), with |M| = N, for some
N > 1. Now, from the the small-model construction, M C M. can be taken
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as a subset of models of distinct LTL formulas Si,...,8y € atb(p); and where
these models are finite paths (by the PSPACE SAT algorithm for LTL). Hence,
there is a set of finite paths, one for each model in M, (ultimately periodic models,
see Subsection B.6.4) M' = {(Ky,m),...,(Ky,7n)}, with K; = (S;, R;,V;) for
i=1,..., N, such that m"” = (M’, P) is a model of ¢ if and only if m is a model of
Y, for all Y € sf(p). Given (M’',P), the tuple m, = (S, P,u, V) is a well-defined
finite Markov chain, where

o S = UﬁrlSi is the disjoint union of the states present in the paths mq, ..., m;
o P(s,s')=1if (s,¢') € R; for 5,5 € S;, and 0 otherwise;

o 1(s) =P(rm) if s is the initial state of m; for s € S;, and 0 otherwise;

o Vi(s)=V(s)if s € 5.

Indeed, the set S is finite since is the finite union of finite sets Sy, ..., Sy. Next, the
matrix P is stochastic since each row has all entries equal to zero expect one and
always one. In addition, the initial probability distribution x mimics the distribution
P. And finally, V : S — 2% is defined using the labelings Vi, ..., V.

Now, the probability sequence space, induced by m,,, is simple, and can clearly be
simplified to Py, = (M’, P), where M’ represents the set of finite paths {7,..., 7y}
We want to verify that

LBlm = 1JBlm,, forall B € atb(yp).

In fact, if B is one of the formulas (i, ... By, say (;, then there is one and only one
path 7;, such that K;, m; IF 1. 5, and

[[5]]771 = [[m]m” = P(ﬂ'i) = P(XB = 1) = [[fﬁ]]mw-

And if 8 € atb(p) is not in f,... 0N, then it is not satisfied by any model of
M. Hence, [[B]m = P(@) = 0 = [[Bln,. Therefore, if 5 € bf(p), and from the
properties proved in Lemma B.I.7, we conclude that [[B],, = [[B]m,. Thus, from
the equality on subterms str(y) we get that m and m,, satisfy the same inequalities
of ig(yp). We need also to check that they agree on global atoms of sf(¢p).

The Kripke structure induced by my, is K, = (S, P, V), and we have that

M Fpre [B] 3 Ko, o BifEVi =1, N Ki i Iy B ifF
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iff m” I (6] i m IFEY (8]

for all [8] € sf(¢). Now, from the above base cases, and by induction on

subformulas of ¢, we conclude that m -2 o if and only if my IFer @

Let hy : For (A) = FE(A) such that:

o T Lor(A) = LEFP(A) is the identity;
o hy ¢ Lor(A) X M, — Mepq, with hy(p,m) = m, as defined above, for
© € Lor (A) and m € MP.
The map h; is a total weak morphism since
hy(,m) = my, IFery @ iff m IHEE) 0 = D (p),
for p € Lo (A) and m € M.
Consider the map hs : X(Tpfg)(/\) — S (A), where

e h, is the identity;
o hy: Mpr — MU such that for m = (S, P, u, V),
hy(m) = (A, Fa, P', V')
where:

— A C 5% is the set of all possible paths in m given by K,, = (S, Rp,V);

— Fa={ANB: B e F}, where P,, = (S¥, F,P) is the sequence space
defined by (S, P, u1);

— P'(B) =P(B|A) = P(B), for all B € Fy;

— Vi A— My is defined by V(1) = (K, ), for m e A C 5.

The model h,(m) is well-defined. First, A € F because w-regular languageﬂ, over
S, are F-measurable [VWS86|. Second, from the definition of F4 and P’ we conclude
that (A, Fa,P’) is a probability space. To verify that hs is a morphism of satisfaction

systems we proceed by induction on the structure of formula ¢ € Eﬁfg (A).

Base: ¢ is [3] or (t; < ta).

2The language A C S¥ is recognized by K,, when considered as w-automata [VW86].
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o hy(m) IFEFD [B] i VI(A) iy Biff Vi € A, (Kpp, ) Iy B iff
iff K b B iff m bpry [B]

o [JBla,m) =P ((V')7'B]) = P(Xg =1) = [[B]m, for all B € L7 (A).

Step: The step cases, negation (~) and implication (1) are straightforward.
Therefore, h; and ho are total weak morphisms of satisfaction systems, and we
conclude that Fpr (A) 28 AL (A). O

Corollary 4.2.3. The aziomatization AXZF? “/ AX9_ 4+ AXP_ 4+ IN is a sound

and weakly complete axiomatization for e (A).

4.2.2 Satisfiability

The satisfaction problem for %51 (A) can be solved by Algorithm [3]

Theorem 4.2.4. The satisfaction problem for Zpr (A) can be solved in PSPACE,
a witness can be obtained in EXPSPACE.

Proof. In line 5, Algorithm [3] calls the SAT procedure for LTL a polynomial number
of times, which is known to be PSPACE. Hence, line 5 keeps the algorithm in
PSPACE. Therefore, it is line 11 that determines the overall complexity, depending
if it returns just “yes—no” (PSPACE) or a witness model (EXPSPACE). O

4.3 Temporalizing EPPL

In this section, we study the temporalization of EPPL using the results obtained
in Chapter 2 The technique can be applied to any temporal logic LTL, CTL or
others.

In the sequel, we choose to temporize with CTL, given the connection to proba-
bilistic automata established in Section [£.3.2] Consider the system

yCTPL(A) = <£CTPL(A)7MCTPL7 ||_CTPL>7

where
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o Lo (A) is

—p:=81 (=) (p=9)[ (AXe) ] (AlpUp)) [ (AGyp)
with 5 € Lepp (A);

o Mcrp is the class of tuples m = (S, R,V : S — Mgpp), where (S, R) is a
Kripke frame;

e |Fcrp is defined by
m Fere @ iff m, s IFe, @ for all s € S

where IFS_,, is given by
— m, s IF, B iff V(s) lrepp. B
-m,s ||—£TPL (—ep) it m, s |y£TPL ¥

— m,sIF L (o1 = @) iff m, s IFe @1 or m,s IF o
— m, sl (AXp) iff m, s’ IFo, @ forall 8" € S, (s, ') € R;

— m, s IFo . (A(p1Ugy)) iff for all paths © = ss;s,. .., there is i > 0, such
that m, s; IForp 02 and m, s; IFo ¢y, for all 0 < j < 4;

— m, s IFo . (AGyp) iff for all paths m = ss;85..., and all i > 0, we have

y4 .
m, S “_CTPL 2

for ¢ € Lerp(A) and m = (S, R, V) € Mcrp..

4.3.1 Completeness

In order to provide an axiomatization for .#cp (A) we proceed by establishing
an equivalence.

Let A’ be a set of propositional symbols equipollent with the subset of atomic
formulas of Lepp (A), i.e. such that there is a bijection h : A" — at(Lepp (A)).

Consider the map h; : Fep (A) = Fer (L) where:

o hy: Lo (N) = Ler (A) is the natural inclusion, b = i o (A

o hy: My — 22" i given by hy(m) =V (S), for m = (S, R, V) € Mcq,.



88 Chapter 4. Worked examples

Lemma 4.3.1. The map hy : Lep(N) — Fer(N') is a conservative (power) mor-

phism of satisfaction systems.

Proof. Clearly, for m € Mcr and ¢ € Lep ('), we have that hy(m) = V() ke ¢
ifft m ke . Now, let h* : M — Mo, such that

h*(v) = Ky = ({s},{(s,5)}, V(s) = v).

Since hy(h*(v)) = v we conclude that hy fulfills the surjective condition, and h; is
conservative. U

Let hy 1 Sep(A) — Feep(A) be the map of satisfaction systems where:

o Ny Lep (N) = Lepp (M) is given by
— ha(a) = h(a);
= ha(=p) = (~ha(p));
— ha(p1 = 32) = (ha(p1) 3 ha(ip2)),

with o € A;

e hy : Mepp — 2V such that hy(m) = vp,(a) =

{1 if m IFepm ha)
y I

0 otherwise
ae N,

Lemma 4.3.2. The map hy : Fep (N') = Fepp (A) is a total morphism of satisfac-

tion systems.
Proof. Let m € Mg, and ¢ € Lep (A). We prove that hy is a morphism by
induction on the structure of .

Base: If pis a € A/, then hy(m) = vy, lbepy @ iff v, () = 1 iff m IFgpp, h(a) =
EQ(O{).

Step: The cases for negation (—) and implication (=) are straightforward.

Hence, we conclude that hy is a total morphism of satisfaction systems. O

Lemma 4.3.3. The pair of morphisms (hy, hy) is finitary.
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Proof. For ¢ € Lcr (M), let A7 be the finite subset of propositional symbols present
in . For each subset A C A:D, let

YA = (Naca) A (Naga(—a)).

And consider the formula ¢, = V)4, where A runs through all subsets of A,
such that ¢4 has a model in by (M, =h,)) = ho(Meep). Clearly, Feppr ho(1),) and

F(hi=hs) Ve
Now, we need to verify that B, —p,) @ iff ¥, Fer .

(—) Assume that Eg,=n,) ©. Let m = (S, R, V) € Mcy, such that m lFer .
So, for every s € S, there is A, C Al such that V(s) IFepL ta,. And each 14,
has a model in by (M, =n,)) = hy(Mepp), that we denote by V'(s). The Kripke
structure m’ = (S, R, V'), where V’(s) is the model of 14,, satisfies ¢ iff m satisfies
¢, because m and m’ are equivalent over A{,. Thus, we have that m’ € M, =ny)

and m' Ik . Therefore, m IFcr .

(+) Assume that 7,5, . So, there is m € M, =p,), such that m Fer ¢.
From the fact that F,—p,) 1, we conclude that 1, Fer .

Finally, we observe that v, = (), and we conclude that (hi, hy) is finitary. [

Fer (A)
-
FerL (A/) T2> yEPPL(A)

We are now ready to prove the equivalence.

Proposition 4.3.4. (4, =n,) B Ferm(A).
Proof. Consider the map hg : A, =ny) — Fere(A), Where

o Ny : Lh=ho)(= Ler(A)) = Lere (A), such that hs(yp) is the formula where
we replace all occurrences of propositional symbols o € A’ by the EPPL atom

h(a);

o hy i Mo — M, =ny) such that hy(m) = (S, R, V,, : S — 2%) and V,,,(s) =
hy(V(s)) = vy(s), for all s € S.
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The map hs is a morphism of satisfaction systems. In fact, for o € A’, we have
that hs(m) IFpymn,) o iff Vs € S, (Viu(s))(a) = 1iff Vs € S,V (s) IFeppe h(c) iff
m IFerpL Eg(Oé). Now, since the semantics of all CTL connectives is the same in both
systems, the step cases of induction are trivially true and we conclude that hg is a
total morphism.

Consider the map hy : Ferp(A) = Hhy=n,) Where

o hy: Lorp (A) = Lo (A) and hy(y) is defined by replacing in ¢ all occurrences
of atomic EPPL formulas 5 € Lgpp (A), by the correspondent propositional
symbol h=1(B3) € A;

o hy i Mpi=hy) — Mere is given by hy(m) = (S, R, V'S = Megpp,), such
that V(s) = hy(V'(s)), for all s € S.

As before, we proceed by induction on ¢ € Lcr (A'). For § € Lepp (A),

ha(m) IFgyony B Vs € S, V'(s) Ibepp B = ho(a) iff

iff ﬁ2(vl(s)) = V(s) IFep o iff m H_(h1:>h2) o = 54(5)

Once more, the step cases are straightforward, and we conclude that h, is a total
morphism. As a result, n,=n,) Zs Lerr (D). O

From the equivalence and Theorem [2.3.20] we obtained a weakly complete ax-
iomatization.

Theorem 4.3.5. The aviomatization AXcr, + hy(hy ' (AXgep,)) s weakly complete
and sound for Serp (N).

Now, by Lemma 2.3.T9 we can easily solve the satisfaction problem for .crp (A).
Although, we remark that the translation, of a formula ¢ € Lcrpi(a), given by the
equivalence on Proposition [£.3.4] may increase exponentially.

Theorem 4.3.6. The satisfaction problem for CTPL is 2EXPTIME.
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4.3.2 Model Checking

The model-checking problem for the case of a finite CTPL model, a tuple
m = <S, R, V : S — MEPPL>7

where S is finite and V' assigns finite EPPL models, is clearly decidable. The proof
relies on the decidability of both problems for CTL and EPPL, and on its parametric
nature.

Now, we will consider the case of CTPL models over finite probability distri-
butions, i.e. where the set of states S may be infinite, but L assigns finite EPPL
models. This class includes systems such as probabilistic finite automata (PFA) and
Markov decision processes, [Rab63, [BdA95].

Let X be a finite alphabet. To a PFA A = (S,{P,}sesx, 11, F') over ¥ we associate
the CTPL model ma = (X*, R, V') such that:

e X" is the set of all finite words over ;

o (wy,ws) € R iff wia = wy for some a € ¥;

o V(w) = (u|Py = py, assigns to w € ¥* the probability distribution g, of the
PFA, after reading input w (consider as an EPPL model).

Theorem 4.3.7. Let m = (S, R, V) be a CTPL model over finite probability distri-
butions, and s € S. If 0 < r < 1 then the following problems are undecidable:

(i) m. s IFppy (AG([B > 1));
(i4) .5 IFppy (EF(JB > 1)).

Proof. Let A = (S,{P.}aes, 1t, F) be a PFA over an alphabet ¥, and 0 < r < 1
a non-zero cut-point. We denote by € € ¥* the empty word. Consider the CTPL
model ma, and an EPPL base formula S that represents the set ¥ C S. Hence,

ma, € e AG([B): > 1) if and only if L., (A) = £°.

Since the universality problem for PFAs with non zero cut-point is undecidable
INHG9], (¢) is undecidable as well. For (i), we have that My, e IF5, EF([B, > r) if
and only if L+, (A) # (). Therefore, from the undecidability of the emptiness problem
for PFAs with non zero cut-point we conclude that (ii) is also undecidable. O
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We can show decidability for a certain class of problems, capitalizing on the
decidability results for PFAs [Rab63].

Theorem 4.3.8. Let A = (S,{P,}ues,u, F) be a PFA over an alphabet ¥. The

following problems are decidable:

(i) M Fpp AG(J5, > 0);
(i4) ma. & g, EF(fB, > 0)
(iti) M€ Ferp AG([B5 = 1);
(iv) ma.< Fppy EF([B, = 1).

)

Proof. In all the cases the PFA is equivalent to a deterministic automaton. Hence,
from the decidability of the emptiness and universality problem for deterministic

automata, we get the decidability for the corresponding model-checking problem.
O

4.4 Remarks

The semantics of EPPL and CTPL are defined in terms of probability distributions
over sets of propositional valuations, whereas the usual approaches are designed
for reasoning about distributions over paths of possible behavior [BK98, [KNP04!
KNPO05|. Furthermore, existing logics, such as PCTL [HJ94|, are designed mainly
for model checking, and they use Markov chains as the underlying model. In addition
to model checking, we are also able to verify probabilistic systems using a syntactic
approach, based on a (weakly complete) Hilbert calculus. The approach presented
here is very well suited for handling non-determinism and probability, in contrast
to PCTL, which requires the use of a min—max semantics in order to assign just a
single value to probability assertions in the presence of non—determinism [BdA95].
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Conclusion

We conclude this dissertation with a summary of its main contributions and
possible future lines of work.

5.1 Final remarks

In general, this work contributes to the line of research followed by our group,
SQIG, in the context of combining logics; and to the thread of quantum systems
as well. Based on the extensive background for combining logics and exogenous
enrichments, that has been developed for the last decade by the group, we were
able to settle some generic results to study the exogenous probabilization of logics.
In particular, we address the transference of metaproperties such as completeness,
decidability, and model-checking. About quantum systems, we proved that our
techniques can be used also in the context of exogenous quantum logic, and problems
such as model-checking and SAT were tackled for probabilistic specifications and its
temporal extensions.

In the Chapter 2 we would like to stress that the main contribution is the def-
inition of a technique to study exogenous combinations of logic systems. In this
setting, the combining operation is defined by morphisms of satisfaction systems.
Using these morphisms, a subsystem is defined that incorporates the characteristics
of the intended combined logic. This technique is more general than parametriza-
tion because the latter comes as a particular case, by imposing to the morphisms the
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necessary restrictions. We underscore also the fact that our construction differs from
the usual ones, used for example in (algebraic) fibring [SSC99| and parallel compo-
sition [RSS10]. In these cases, the combining operation requires the logics, both
syntactically and semantically, to be presented (translated) in the same framework
(ex. ordered—algebras and multi-graphs, respectively). In our case, the combination
is performed over satisfaction systems.

Chapter [3] is definitely the core of this dissertation. The results present in
this chapter were drawn from the study of particular cases [BM09, [HBBMI0]. In
the second section, Completeness, we call attention to the translation h, : £? —
Lrcr(X,p), of the enriched base formulas to first-order formulas in RCF. Previously,
IMSS05, [ BM09], the technique was to include logic variables in the terms of £P. And
then, each formula was rewritten, such that the measure terms [ were replaced by
a finite sum of variables, each of them denoting the probability of a specific model
of . Instead, in our approach, we consider that to each term [, in L, corresponds
a variable x5 in Lecr(X,). Therefore, rather than models, now variables are used
to represent base formulas . This change is important because it allows a more
direct translation from £? to Lrer(X,); and it makes possible to translate any logic,
regardless of its signature and models. Once performed the translation, we use the
theory A”,| induced by the probabilistically enriched systems .77, to guide all the
probabilistic reasoning in RCF.

The option to address first the probabilization, and then add globalization, is
justified by the different techniques needed to study each of these operations; and
the conclusion that their combination can be addressed by combining theirs results.
Finally, the main purpose of the quantum section is to illustrate the applicability
of our work also in the study of exogenous quantum logic [MS06|. Although it
not embraces all the features of the logic, it establishes the main results for the
probabilistic fragment.

In Chapter 4], we applied the theory developed before to some concrete examples.
In all these examples, the results are obtained by establishing an (weak) equivalence
between the logic we want to analyze and an exogenous probabilization. This fact
shows us that the exogenous probabilization works more as a tool to study proba-
bilistic logics, than to produce new meaningful logics. Moreover, in Example 4.2] we
were able to give a weakly complete calculus and SAT algorithm to one of the most
important logics in model-checking of probabilistic systems [Var85|. Such proba-
bilistic logic is not an exogenous enrichment, at the semantical level, since Kripke
structures (the models) are endogenously enriched with probabilistic transitions.
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And this fact emphasizes the broad applicability of our framework.

Finally, in Example [4.3], we study a temporalization of EPPL (probabilistic logic
of Example [4.1]), and this example has two important points. The first is the ex-
emplification that the technique developed in Chapter 2] for combining logics, is
suitable for handle temporalization. The second point is the undecidability results
for the temporalization, based in the results of probabilistic automata. Which es-
tablish an analogous relationship to the one introduced in [BBGO0S]|, between Biichi
automata and the probabilistic temporal logic of Example

We are far from considering to have addressed all questions about these subjects,
and, of course, much more was to be said.

5.2 Future work

Below we list some topics and possible new directions of research raised by this
dissertation.

The technique introduced in Chapter [2, to combine logic systems, relies on the
intended connection between satisfaction systems (established by particular mor-
phisms). The main results, Proposition and Theorem 2.3.20, are motivated
by their application to obtain Theorem and Theorem [.3.5 respectively. We
believe that this technique deserves a more exhaustive study. Another point that
may be important to analyze is the extension of the main results of Chapter 2] to
different proof systems. A close examination of the proofs reveals that the fact of
being constrained to Hilbert calculus is seldom used.

Clearly, in Chapter B the section that beseeches a more long and deep analysis
is the last one, about the exogenous quantum enrichment. This section would have
easily expanded to a full chapter if we had proceed with a similar study to the
one carry on for probabilization. As mention before, such task would be done by
replacing the first—order theory of real closed fields with the theory of algebraically
closed fields.

With respect to our examples, there is at least one question that should be
addressed. In Example 4.2 a weakly complete axiomatization is obtained for the
probabilistic logic under consideration. Although, such axiomatization hides all the
probabilistic reasoning about temporal formulas in the RCF axiomatization. That is
to say, the probabilities of temporal formulas are computed by systems of equations.
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Without explicit rules or axioms to handle probabilities of modal operators, such
as “until” and “eventually”, the axiomatization given is not very useful for practical
purposes. Therefore, one should look for equivalent axiomatizations, where the
relationship between temporal modalities and probabilities is detailed. And we
believe that other kinds of proof systems, such as sequent calculus or tableaux
techniques, might be more appropriate for this situation.
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Appendix A

Probability

In this appendix we introduced notation and important results, needed in the
sequel, from Probability and stochastic processes [Por93).

Probability theory provides a mathematical model for random phenomena, i.e.,
those involving uncertainty. First one identifies the set ) of possible outcomes of
(random) experiment associated with the phenomenon. This set € is called the
sample space, and an individual element w € € is called a sample point.

Definition A.0.1. A field of sets F is a class of subsets of some fixed (2 such that

1. 0 e F;
2. if A e F, then Q\ A € F;
3. if A, Be€ F, then AUB € F.

Definition A.0.2. A field of sets F is called a o-field if for any family of sets A,
in F, U A, € F.

Clearly, the class 29 of all subsets of  is a o-field, and the smallest o-field is
{Q,0}. Let A be a family of subsets of 2. The smallest o-field of subsets of
containing A is called the o-field generated by A and is denoted by o(A). The field
generated by A is defined as the smallest field containing A. Observe that for any
o-field F in a space 2 and any set A C €, the class F4 :== {BNA:B¢€ F}isa
o-field in A, and is called the a trace o-field.

109
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Definition A.0.3. A real-valued set function p : A — R defined on a class A of
sets is called additive if

p(JA) =D u(A) (A1)

i+1 i+1
for all n > 0 and all disjoint sets Ay, ..., A,, such that U | A; € A.

If the class A is closed with respect to finite unions, then the additivity property
is equivalent to
u(AUB) = pu(A) + u(B) (A.2)

for all disjoint sets A, B € A. And if ) € A, then u(0) = 0.

Definition A.0.4. A real-valued function p on A is called o-additive if

M(U A) = Z 1(A;) (A.3)
i=1 i=1
for all pairwise disjoint sets A, in A such that U A, € A. A non-negative o-
additive set function defined on a field is called a measure.
Proposition A.0.5. [Por93] Let pu be a real-valued additive set function on a field
F. Then the following conditions are equivalent:
1. p s o-additive,

2. 1 is continuous at zero in the following sense: if A, € A, A1 C A, for all
n>1and N A, =0, then lim,,_,o u(A,) = 0.

A measure p on a o-field F is called o-finite if there exist a countable collection
of sets Ay, A, ..., € F, such that

JA.=9Q and pu(4,) <oo foralln>1. (A.4)
n=1

Theorem A.0.6. [Por93/[Caratheodory extension| Let u be a measure in a field F.

Then, there is a measure p* on o(F), that extends u. Moreover, if u is o-finite,
then its extension to o(F) is unique.
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Definition A.0.7. A measure i on a o-field F of subsets of € is called a probability

measure if ;1(€2) = 1. For denoting a probability measure it is traditional to use P.

A triple (Q2, F, P) containing a set €2, a o-field F of subsets of €2, and a probability
measure P on F, is called a probability space.

Definition A.0.8. Let (Q, F,P) be a probability space and S a countable set. A

function X : 2 — S with the property that {w € Q : X(w) € A} € F for each
A C S is called a random variable. Such a function is said to be F-measurable.

In the sequel, given a probabilistic space (€2, F,P) where Q is countable and
F = 29 we will write simply (€2, P). A random variable X :  — S induces the
probability space (S,Px) defined by PX(A)d;fP(X_l(A)), and Py is called the
probability distribution of X. This probability distribution is characterized by the

values p; = Px({s}), for s € S. Therefore, every countable set {p; : i € I} C [0, 1],
such that ) .., p; = 1 is called a discrete probability distribution.

Definition A.0.9. A stochastic process on (€, F,P), with values in the countable
set S and index set A, is a family of random variables { X, : Q — S}aea.

Let P = (€2, F, P) be a probability space and X = {X,, :  — S},en astochastic
process over P. Given a finite set A’ = {ay,...,ax} € A, we can define the random
variable

X Q — Sk
w oo (X)X (@)

And the variable X/ defines the joint probability space (S*¥ P/} of the random
variables X,,,..., X,,.

When the set A is denumerable the stochastic process X = {X,}aea induces
a probability space called sequence space defined as follows. A subset A C S* is
called a finite dimensional cylinder set (fdcs) if there exists a finite subset A’ C A,
say A = {ay,...,a}, with £ > 1, and a subset B4 C S* such that A = {f € S*:
(f(aq),..., f(ow)) € Ba}. The set By is called a base for A. We denote by Cgx
the collection of all finite dimensional cylinder sets of S* and by Fsa = 0(Cg) we
denote the o-field generated by Cg x.

Proposition A.0.10. [Por93] Let X = {X, : S — Q}aen be a stochastic process
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over P = (Q, F,P). Then, there is a probability space Px = (S™, Fsa,Pa), called
the sequence space of X, such that

P)(A) = P(X/'(Ba))

for every A € Cgp, with A = {f € S* : (f(a),..., flax)) € Ba}, for N =
{aq,...,ax} €A, and where By C S* is the base of A as above.

An important example of stochastic process is the one defined by stochastic
matrices. We say that a square matrix P = (pg : s,t € S) is stochastic, over a fixed
countable set S, if every row (pg : t € S) is a probability distribution.

A discrete-time Markov chain (DTMC) is a tuple D = (S, P, u) where
e S is a countable set (of states);
e P is a stochastic matrix over S;

o 1= {u(s)}ses a (initial) probability distribution.

Such DTMC induces the stochastic process {X; : S — S}ien and sequence
space (S“, Fsn, P) such that for all sg,...,s, € S

P(Xo=s50,X1=51,...., X, =5,) = N(So)p8081p8182 -+ Psp_1sp- (A.5)

And, every stochastic process satisfying equation is a Markov chain.

The next result gives another characterization of Markov chains, that follows
directly from Equation [A.5

Proposition A.0.11. [Por93/

Let { X, }ien be the stochastic process defined by the Markov chain (S, P, u). Then,
form >0 and s,sg,...,8, €5

2. P(Xn+1 = Sn+1|X0 = S0,y .- >Xn = Sn) = P(Xn—i-l = Sn+1|Xn = Sn) = p8n8n+1‘
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A.1 Probabilistic automata

The notion of DTMC can be generalized by allowing one of a finite number of
different probabilistic transitions (stochastic matrices) to occur at each step. Let X
be a finite set (of alphabet symbols), ¥* the set of finite words over 3, and € the
empty word.

Definition A.1.1. [Rab63| A probabilistic finite automata (PFA), over the alphabet
Y, is a tuple A = (S, { P, }aes, , F') where

e S is a finite set (of states);

e P, is a stochastic matrix over S, for every a € ¥;

o 1= {pu(s)}ses is a (initial) probability distribution over S|
e I C S is asubset (of accepting states).

Notation A.1.2. For vector spaces V', real or complex, we use the Dirac notation,
INCO00], also called braket notation. The vectors are denoted by ket’s, |w) € V', and
its conjugate transpose by a bra, (w|. The inner product of two vectors |w) and |w’)
is written by a braket (w'|w).

Clearly, for every a € ¥, the tuple (S, P,, u) constitutes a DTMC. A probabilistic
automata defines a function pa : ¥* — [0, 1], such that

pa(w) = (u|P,, ...P,, Pr, for every w=ay...a, € ¥*, (A.6)

is the probability of A accepting the word w, where Pp is the projection onto F'.

Let 0 < A < 1 be a real number. The set of words accepted by A with cut-point
A is
de ¥
Loa(A) Y {w € 57 palw) > A},

If there is an € > 0 such that |pa(w) —A| > € for all w € ¥*, then we say that the
language L~ (A) is recognized with an isolated cut-point (or bounded error). And
any language L C X* recognized by a probabilistic automata with isolated cut-point
is regular [Rab63].
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Theorem A.1.3. [NH6Y/

Let 32 contain at least two letters. It is recursively undecidable to determine for
an arbitrary PFA A, over X, and threshold \ > 0 if

1. Ly(A) is empty,
2. Ly(A) is X%, and
3. Lx(A) is regular.

For the case A = 0, all the previous problems are decidable since the probabilistic
automata is equivalent to a deterministic finite automata.

A.2 Quantum probability

The laws of quantum mechanics postulate that the description of quantum en-
tities and phenomena have a nature inherently probabilistic and non-commutative.
The central notions in quantum probability (and also in quantum mechanics) are
states which encapsulate the status of physical systems, and observables, which are
mathematical representations of state related physical quantities that can be mea-
sured.

We start by introducing some concepts of quantum systems, without going into
too much detail (see [HOOT, INCO0] for a more detailed description).

The mathematical realm of quantum mechanics is Hilbert spaces, which is a
complex vector space H with inner product. The tensor product of Hilbert spaces
is denoted by ®.

Definition A.2.1. A quantum state (mixed state), over a finite dimensional Hilbert
space H(n) wf C", is a density operator (matrix) A : H(n) — H(n), which is

1. Hermitian (or self-adjoint): AT = A,

2. positive: (w|Alw) > 0, for all |w) € H;

3. normalized: tr(A) = 1.
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Above, the matrix operation (-)' yields the conjugate-transpose matrix, and tr(-)
the sum of the diagonal elements. A positive operator is always Hermitian, and so
condition (1) is redundant. We denote quantum states by p. A projection is an
Hermitian operator P : H — #, such that P2 = P.

Definition A.2.2. Let |w) € H be a unit (or normalized) vector (i.e. with

(wlwy = 1). Then, the (projection onto the subspace spanned by |w)) density
operator |w){w| : H — H is called a pure quantum state. One identifies pure quan-
tum states with unit vectors of H.

Thus, because Hermitian operators are diagonalizable, any density operator A
can be written as

A= Niwi) (wi,
i=1

where the vectors {|w;)}" ; are orthogonal, and \; are real, non-negative eigenvalues
of A. The ensemble {|w;)}?, can be taken normalized, and from the trace condition
(3), one has that {\;}I", is a probability distribution, >  A; = 1. Therefore,
density operators can be identified with probability ensembles of pure quantum
states.

A Hermitian operator A on a finite dimensional Hilbert space H(n) has at most
n (distinct) real eigenvalues. The set spec(A) = {A,..., A}, with & < n, of
eigenvalues of A is called the spectrum of A, and A can be written as

k
A= AP,
=1

where P, is the projection operator onto the subspace of H(n) spanned by eigen-
vectors with eigenvalue A € spec(A). And the projections commute and resolve the

identity YF | Py, = I.
Definition A.2.3. An observable is a Hermitian operator A : H — H, and the

possible outcomes of an observation are spec(A), the eigenvalues of A.

Given a quantum state p, the probability of getting A\ € spec(A) with observation
Ais pa() = tr(Pyp). If p is a pure state (i.e. p = |w)(w| for some unit vector
|w) € H), then tr(Pyp) = (w|Py|w), for all X\ € spec(A).

A x-algebra &7, over C, is a complex vector space equipped with a multiplication
and with an involution (-)* : &/ — 7, which is an anti-automorphism (see [HOOT]).
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Example A.2.4. The set M(n,C) all complex square matrices of dimension n,

with the usual addition and multiplication (of matrices), in addition to the operation
()T (as involution) constitutes a *-algebra, of all (linear) operators on H(n). More
generally, the set of all bounded (linear) operators B(H) of a Hilbert space H is
endowed with a structure of *-algebra.

Definition A.2.5. [BHJ07|

Let o/ be a x-algebra of operators on H. A quantum probability measure is a
complex-valued linear operator Q : ./ — C, which is

e positive: Q(ATA) > 0, for all A €

e normalized: Q(/) = 1.

A triple @ = (H, <7, Q) is called a quantum probability space. And the elements
A € of are called quantum random variables.

Given a density operator p : H(n) — H(n), the triple (H(n), M(n,C),Q,), such
that
Q,(A) =tr(Ap), for all A € M(n,C)

is a quantum probability space. Moreover, there is an one-to-one correspondence
between quantum measures and quantum states (density operators), such that all
quantum probability spaces over H(n) are obtained in this fashion |Gle57]. There-
fore, for a Hermitian operator A € & and Q = (H,</,Q), the value Q(A) is
real, and is the expected value of observable A. And if A = Zle AiPy,, with
spec(A) = {A1,..., \¢}, then Q(P)) is the probability of observe A\ € spec(A).

In classic probability theory, given two events A and B, it is always possible
to assign a probability to the joint event A N B. Although, in the quantum set-
ting, given two projections P, and P, the operator P, P, is not guaranteed to be a
projection or even an observable, unless they commute. This fact has the physical
interpretation that in a single realization of a quantum experiment, one can only
measure simultaneously commutative events. Whereas in classical probability, in
every realization any event is either true or false, whether we choose to observe it or
not. Hence, in quantum probability one must a priori choose what event to observe,
but subsequently some of others events (those that do not commute with the one
choose) became meaningless within the same experiment. Of course, one can always
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conduct two consecutive experiments where in each non-commutative events are ob-
served, but the outcome may change, by the wave-collapse effect, if one reverses the
order of the experiments.

In quantum computation a quantum bit (or qubit) is a pure quantum state |w)
of H(2), usually written

|w) :a0\0>+a1\1>, Qgp, a1 e C

where |0) and |1) represent the canonic base vectors. And n-qubits state is a pure
quantum state of H(2") & H(2) ® - - - ® H(2) (tensor of n-copies of H(2)).

Example A.2.6. Consider the Hilbert space H(4) and the quantum pure state

) = 1100) = Y2j10).

Let M(4,C) be the x-algebra of all 4 x 4 complex matrices, all linear operators
on H(4). Hence, the operator Q) : M(4,C) — C, defined by

Quwy(4) e/ (w|Alw),  for all matrices A € M(4,C),

is a quantum probability measure. And Q,, = (H(4), M(4,C), Q) is a quantum
probability space. For the case of the projector operators Pyy = |00)(00| and Py =
110)(10] one gets Quy(Poo) = 1, and Quy(Puy) = 2.

For the cases of finite-dimensional Hilbert spaces, a quantum probability space
Q = (H(n), M(n,C), Q) is completely determined by the associated quantum state
p, and we will abbreviate and write @ = (H,p) to denote the quantum space.
Moreover, as in the classic setting, one can understand simply p (or quantum states)
has quantum probability distribution when the underlying Hilbert space is clear (it
will be enough to fix the dimension).

Next, we show briefly that the notion of quantum probability space includes
classic probability. We do this without going into too much detail about Lebesgue
spaces (for more see [Bob0j]).

Example A.2.7. Given a probability space P = (Q, F,P), let o = L>(Q, F,P)
be the x-algebra (Lebesgue space) of all bounded random variables X : Q — C,



118 Appendix A. Probability

acting on the Hilbert space H = L*(Q0, F, P) of all square-integrable random variables
X :Q — C. Now, the operator defined by

Qr(X) Y Ep(X),  foral X € L®(Q,F,P)
is a quantum probability measure. And Qp = (H, </, Qp) is a quantum probability
space. For the case of a finite probability distribution (0, P), we have that H = CI¥
and o/ = M(|Q|,C) (all square complex matrices of dimension |S|) is generated by
the projections onto subspaces spanned by subsets of S.

The following result shows that quantum measures (of quantum probability
space) defined on commutative x-algebras can be reduced to classic probability.

Theorem A.2.8. [BHJ0T| (Spectral theorem, finite-dimensional case) Let A be a

commutative x-algebra of operators on a finite-dimensional Hilbert space, and let Q
be a quantum measure on A. Then, there is a (ﬁm’teﬂ probability space (2, F,P),
and amapi: A — L>®(Q, F,P) (which is a x—isomorphism) and Q(A) = Ep(i(A)).

The following example helps to illustrate the correspondence established by the
spectral theorem.

Example A.2.9. Consider the Hilbert space H(2) of the simple spin model, and the

quantum pure state
1

V2

The observable representing the spin in the x direction is the Pauli matriz

0 1 11 1 111 -1
Ao = {1 0] == P =3 [1 1] 2 [—1 1]

Let o7, be the commutative x-algebra generated by the operator A,. Hence, the tu-
ple Q@ = (H(2), &y, Q) s a quantum probability space. The x-algebra o7, is gener-
ated by the projectors { P, 1, Py._1}. The classic probability space associated with Q is
(Q, F,P), where Q = {1,2}, F = {0,{1},{2},Q}, and P({1}) = P({2}) = 1. And
the association is given by the x-isomorphism i(Py1) = X, and i(Pr 1) = Xy,
where x4 denotes the characteristic function of subset A C €.

|w)

(10) +[1)).

'In fact, from the proof we know that  is the base of the Hilbert space, and F the power set
2,
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Logic Systems

In this appendix the basic notions about complexity and logic systems are intro-

duced.

B.1 Complexity

The Church-Turing thesis postulates that the intuitive notion of an effective
computable procedure (or function) is materialized by the kind of functions that can
be realized by a mechanical machine. Alan Turing introduced a mathematical notion
of such a machine. A Turing machine is a finite state system, with a reading/writing
head, that operates in discrete time over an infinite tape, by following a given finite
number of instructions. At each moment, and executing one of the instructions, the
system can read and/or write one and only one symbol on the tape, from a finite
alphabet, and move left or right on the tape afterwards. Some states of the Turing
machine are halting, and once the system reaches one of these states the machine

halts [DW83].

Now, if for each state and symbol, of a given machine, there is no more than
one possible instruction, then the machine is said deterministic, otherwise is called
nondeterministic. Given a finite alphabet >, a word w € ¥* is given as input to a
Turing machine by starting the machine with w written on the tape. A language
L C ¥* is said to be accepted by a Turing machine T if for all inputs w € L the
machine can halt, and never halts for w & L.

119
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Definition B.1.1. A subset L C >* is said

e semi-decidable (or recursively enumerable) if it is accepted by a Turing ma-
chine;

e decidable (or recursive) if both L and ¥*\ L are accepted by Turing machines.
Now, for the halting executions of a machine, two complexity measures can be

defined. The first measures the number of steps (TIME), and the second the amount
of tape (SPACE), used until reaching a halting state.

Using these two measures of complexity several classes of languages are defined.

Definition B.1.2. Let L C ¥*. The language L belongs to the class:

e P of polynomial-time languages, if there is a deterministic Turing machine T
and a polynomial p(x), such that for all w € L, T accepts w in p(Jw|) time;

e PSPACE of polynomial-space languages, if there is a deterministic Turing
machine 7" and a polynomial p(z), such that for all w € L, T accepts w in

p(|wl) space;

e EXPSPACE of exponential space languages, if there is a deterministic Turing
machine 7" and a polynomial p(x), such that for all w € L, T accepts w in
2P(|w‘) space;

e EXPTIME of exponential time languages, if there is a deterministic Turing
machine 7" and a polynomial p(z), such that for all w € L, T accepts w in
2r([wl) time:

e NP of nondeterministic polynomial-time languages, if there is a nondetermin-
istic Turing machine 7" and a polynomial p(z), such that for all w € L, T
accepts w in p(Jw|) time.

These classes verify the following inclusions:
P C NP C PSPACE C EXPTIME C EXPSPACE

P € EXPTIME and NP C NEXPTIME and PSPACE C EXPSPACE.
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For a class C of languages, the class co—C' is the class of all languages L such
that its complement is in C'. Moreover, a language L of a class C' is call C—complete
if L is in C, and for any other language of C' there is a reduction to L (under some
notion of reduction).

B.2 Consequence systems

Given a set of formulas £ the notion of derivation (or deduction) is now intro-

duced.

Definition B.2.1. A consequence system is a pair € = (L,F), where L is a set (of
formulas) and -C 2¢x L is a (consequence) relation satisfying, for all TUTYU{p, ¥} C

2¢ the following conditions [Tar56]:
reflexivity: if ¢ € I' then I' - ¢;
cut: if 'F for allyp € [V and I" F ¢ then ' F ¢;
weakening: if I'F ¢ and I' C I then IV I .

The reader should notice that weakening is a particular case of cut. We consider
only these three conditions, though more conditions could be imposed. Namely the
condition o finitariness which was present on the original Tarski’s proposal.

finitary: if I' - ¢ then I'' F ¢, for some finite IV C T

A set (theory) I' C L is consistent if I' ¥ ¢, for some ¢ € L, otherwise, it
is inconsistent. A consequence system is said consistent if it contains a consistent
theory.

In the sequel, let us consider ¢’ = (L, F) and €’ = (L', F') two fixed but arbitrary
consequence systems.

Definition B.2.2. A consequence systems morphism h : € — €' is a function
h: L — L' such that, for all I' U {¢} C L, the following holds:

if T'F ¢ then h(T) H h(yp). (B.1)

If also the converse implication of [B.1lholds, the morphism is said to be conservative.
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Given a conservative morphism h : ¥ — %', we say that %’ is a conservative
extension of ¥ and we write € <o €.
Definition B.2.3. We say that the consequence systems % and %’ are equivalent,

and we write ¥ & €', if there are conservative maps h: 4 — ¢ and ' : €' — €
such that

- R(W(¥))  and ¢ A=W (R(p)) (B.2)
forall p € £ and ¢ € L.

By - we denote mutual consequence.

The presence of classical derived connectives in a consequence system ¢ = (L, F)
can be identified by the existence of formulas in £ that, relatively to -, have certain
proof-theoretic properties [MDT09]. We say that € has a classical proof-theoretic
connective if it possible to define in £ an operation with the specified property.

‘ connective ‘ properties ‘
verum | =T
falsum L L E

conjunction A | ' Ay iff T'Feand I'F ¢

disjunction vV [T, o1 Vo v it Ty Fvor I -4
implication = | ' =@y iff ' o

negation — pd=—--¢p and T['¢o1F¢s implies I,y g

Table B.1: Classical proof properties of the connectives

We say that a morphism h : € — €’ preserves a proof-theoretic connective if
the presence of the operation in % implies its existence, also, in ¥’. And, we say
that it transfers if the converse holds.

Proposition B.2.4. [MDT09] Let h : € — €' be a morphism of consequence

systems.

1. If h is conservative, then it transfers all those proof-theoretic connective under
which h(L) is closed.

2. If h is conservative and surjective, then € and €' have the same proof-theoretic
connective.

3. Equivalent consequent systems have the same proof-theoretic connectives.
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B.3 Satisfaction systems

In this section we present one of the fundamental structures used in the sequel,
namely satisfaction system |[Bar74|, that generically introduces the usual semantic
notions of model, satisfaction, entailment, that we will use to study the relationship
between the several enrichments.

Definition B.3.1. A satisfaction system is a tuple . = (L, M, IF) where L is a set

(of formulas), M is a class (of models) and IFC M x L is a (satisfaction) relation.

We write m IF ¢ whenever (m, ¢) €ll, in which case we say the model m satisfies
the formula ¢ € L. Given a set of formulas I' C £, we write m I I" whenever m IF ¢
for every ¢ € I'. And, given a class M C M, we write M IF ¢ if m |k ¢, for all
m € M. A set (theory) I' C L is satisfiable if it has a model m € M, (i.e m IF T').
Given I' C £ and M C M, we write

Mod(T) ™ {m € M :mIF T}, and

Th(M) Y {peL: My}

We say that I' C L entails ¢ € L, denoted by I' F ¢, if, for every m € M, m I ¢
whenever m IF T'. We say that a formula ¢ is valid, denoted by F ¢, if ) E .

Three important problems on satisfaction systems are the following.

e model-checking problem: Given m € M and ¢ € L, does one have m I ¢?
e satisfaction problem (SAT): Given ¢ € L, is there m € M such that m I- 7

e validity problem: Given ¢ € L, does one have m I ¢, for all m € M?

Clearly, when L has a classical negation the validity problem becomes comple-
mentary to the satisfaction problem.

Example B.3.2. Given a set A of propositional constants, the set of formulas of

classic propositional logic, CPL, Lcp (M) is defined in BNF notation by

pu=al (m) [ (¢=») (B.3)
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where o € A. The (derived) connectives L, T, A and V are defined by abbreviation
as usual.

A literal is a proposition symbols o or its negation —a. It is known that every
CPL formula ¢ has a disjunctive normal form (DNF), o1V ...V @y, where each p;
s a congunction of literals, and is called a molecule.

The satisfaction system for CPL, over a set of propositional symbols A, is the
tuple Sep(N) = (Lep(N), 28, IFcp), where for every ¢ € Lep(A) and m € 2% the
relation IFcp, is defined as follows:

e mlFe aiffa € m;

e m H_CPL (_‘Qp) Zﬁm |yCPL SO;

o mlep (801 = 902) iff m |J7LCPL w1 or mlFep @o.

We now define morphisms between satisfaction systems [Bar74]. In [GR02| there
is a survey on the existing notions of morphisms (between institutions). We intro-
duce a sightly different notion of the one in [Bar74].

A map of satisfaction systems h : (L, M,IF) — (L', M’ I} is a pair (h, h) where
h: L — L'is a function and h : M’ — M is a partial function. We define the class

My & dom(h) = {m € M’ h(m) is defined }.
The map h : ¥ — . is said total if h is a function, i.e M, = M.

Definition B.3.3. A morphism of satisfaction systems is a map h : ¥ — .’ such
that

m' IF h(p) iff h(m') I+ @ (B.4)

for all ¢ € £ and m’ € Mj,. Moreover, we say that h is a total morphism if it is a
total map.

We refer to condition (B.4) as the satisfaction condition, as was called in the
original proposal by Barwise [Bar74].

As in the case of consequence systems, where morphism preserve consequence,
morphism of satisfaction systems also preserve entailment.
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Lemma B.3.4. Let h : ¥ — %' be a morphism of satisfaction systems and A C L',
such that Mod(A) C M,,.

If TEy, then A RI)FE h(p). (B.5)

Proof. Let T'U {p} C L and suppose also that I' F ¢. Let m € M, such that
m I A, h(T). So, m € My, and from [B.4] we get that h(m) IF T'. From T' F ¢, we
have h(m) I+ ¢. Using again [B4 we conclude that m I- h(p) and, therefore, that
A R(T) E h(p). O

Lemma B.3.5. If h: .7 — . is a morphism, then My C Mod(h(Th(M))).

Proof. Let m € My, and h(p) € h(Th(y)) Since ¢ € Th(M), we have that h(m) IF ¢

iff m IF" h(p). Hence, m € Mod(h(Th(M))). O
Corollary B.3.6. If h: .¥ — %' is a total morphism of satisfaction systems, then
[ & ¢ implies h(T) E h(p).

Definition B.3.7. A morphism A : . — %’ is called A-ezxhaustive, for A C L', if

M, = Mod(A).

Definition B.3.8. A A-exhaustive morphism of satisfaction systems h : . — &’
is called A-conservative, if

ey iff A RT)E hip) (B.6)
for all TU{¢} C L. In case A =, h is total and is called conservative.
In the presence of a A-conservative morphism h : . — .’ we say that .7’ is a

A-conservative extension of . and we write . j§ S

Given a satisfaction system . = (L, M,IF), we say that m;,my € M are
equivalent in ., denoted by m; >~ ma, if

forall p € £, my Ik @ iff ma Ik . (B.7)

We extend this definition to classes of models. Given M;, My C M, we write
My ~ M, if Th(M;) = Th(Mz). We write M ~ m if we have M =~ {m}, for
MU {m} C M.
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Definition B.3.9. Let h : . — .’ be a morphism of satisfaction systems. We say
that h fulfills the surjective condition if there is a function h* : M — My, such that:

vm e M, h(h*(m)) ~m. (B.8)

We now prove a sufficient condition of conservativeness.

Proposition B.3.10. If a A-ezhaustive morphism h : ¥ — . satisfies the sur-

jective condition (B.8), then it is A-conservative.

Proof. (—) Assume that I' F ¢. From Proposition we can conclude that
A R(T) E h(p).

(<) Assume A, (') E h(p) for T U {p} C L. Take m € M such that m I- T.
By the surjective condition, h(h*(m)) ~ m and h(h*(m)) IF . Using Propriety
B4 we get that h*(m) I h(T). Since h*(m) € Mod(A), we have that h*(m) IH
A, h(T). Applying the initial assumption yields that h*(m) I h(p). Once more,
by satisfaction condition [B.4] we conclude that m ~ h(h*(m) IF ¢. As a result,
I'Ee. O

The entailment relation F is a consequence relation on £ and, therefore, each
satisfaction system . = (£, M, I} induces the consequence system (L, F).

We can also define (classical) derived connectives at the semantic level using
model-theoretical properties.

‘ connective ‘ properties ‘
verum [ mlFT
falsum mlf L

conjunction A | m -3 Ay it ml-p; and m IF @9
disjunction V. | mIFp; Vg, it mlk ¢ or mik ¢
implication = | m Ik ;= ¢y iff mlf o or mlF @
negation — mlF—p iff mlfe

Table B.2: Classical satisfaction properties of the connectives

Proposition B.3.11. [MDT09] Let h : .¥ — " be a total morphism of satisfaction

systems:



B.4. Hilbert calculi 127

1. if the morphism fulfills the surjective conditions(B.8, then it transfers all those
model-theoretic connectives for which h(L) is closed;

2. if the function h is surjective, then it preserves all model-theoretic connectives.

We say that . = (£, M, IF) is a morphic image of a CPL system if there are a
set of propositional symbols A and a total morphism h : e (A) — ., such that
h’(ECPL) - £
Corollary B.3.12. If . is a morphic image of a CPL system, then it has all

classical model-theoretical connectives.

We now present the notion of equivalence for satisfaction systems. By =F we
denote mutual entailment.

Definition B.3.13. [MDT09| The satisfaction systems . and .#" are said equiva-
lent if there are two total morphisms h : . — . and b’ : . — . such that

o == T (h(p)) and o == B (¥)); (B.9)
forall p e L, ¢ € L.

B.4 Hilbert calculi

In a calculus, symbolic manipulation of formulas is used to establish which are the
consequences of a set of formulas. The confirmation that a formula is a consequence
of set of formulas should be provided in a finite number of steps. And the main
concept in a calculus is the one of derivation. There are different ways to present
the notion of derivation. In the sequel, we focus our attention on Hilbert calculi.

Definition B.4.1. A Hilbert calculus is a pair # = (L, R) where L is a set (of

formulas), and R = {(A;, i) : @ € I} where A; C L is a set and ¢; € L, for each
1€ 1.

Each pair r = (A,¢) of R is called an inference rule. An inference rule is
called aziom if A = (). A rule where A is finite set is called finitary. We do not
consider non-finitary rules so, in the sequel, when we refer to a rule (A, ¢) we always
assume that A is a finite set. The elements of A are called premises and ¢ is called
conclusion.
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Definition B.4.2. Given a Hilbert calculus ¢ = (£, R), a formula ¢ € L is

derivable from a set of formulas I' C £ in 7, if there is a sequence 1, ..., p, of
formulas such that:

® v ls @

e foreach i =1,...,n— 1, the formula ¢; is either an element of I" or there is a

rule (A, 9) € R such that A C {¢1,...,p;_1} and ¥ is ¢;.

We write I' ¢ ¢ to denote that ¢ is derivable from I' in . When () b ¢ we
say that ¢ is a theorem in 5 and we write -, ¢.

A Hilbert calculus 2 = (£, R) induces the consequence system (L, F ).

Example B.4.3. The Hilbert calculus for CPL, that we denote by AXcp,, [BMT7),

15 traditionally presented as the three axioms:

Ax1 (v1= (p2=¢1));
Ax2 ((p1= (2= 93)) = ((p1 = p2) = (1 = ¢3)));

Ax3 ((—p1 = 7)) = (p2 = ¢1));

together with one rule (Modus Ponens)

MP (p1 = ¢2), 01 F @o.

Example B.4.4. A first-order logic, FOL, is defined over a set X of variables, a
family (possibly empty) F' = {F, }n>o of function symbols, and a family R = { R, }n>0
of relation symbols. The language Leo (X, F, R) is
te=ual ft,...,1) (B.10)
pu=rt,....0)] (=) ] (e=¢)[ (Vzyp) (B.11)

where x € X, f is a function symbols of F', and r a relation symbols of R. As usual,
we have the abbreviation () £ (=(Vz(—¢))).

A Hilbert calculus for FOL, [BM77], that we denote by AXro,, is AXcp, in addition
to:
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Ax5 (Va(pr = ) = (Vo) = Vaps));
Ax6 (¢ = Vxy)), where x is not free in p;

AXT ((Vzp) = ¢[x <+ t]), where t is free for x in ;

and the rule of generalization

GR ¢ F (Vzyp).

B.5 Putting deduction and satisfaction together

We now introduce the notion of logic system.

Definition B.5.1. A logic system is a tuple .Z = (£, M, Ik, F) where (£, M, IF) is

a satisfaction system and (£, F) is a consequence system.

Definition B.5.2. Let .Z = (£, M,IF }) be a logic system. We say that £ is
complete if for all ' U {p} C L:

I'Eyp then Tk . (B.12)

On the converse, .Z is sound if for all ' U {¢} C L:

'y then TFo. (B.13)

And, & is weakly complete if for all ¢ € L:
Fe then Fo. (B.14)

The logic system % is said Henkin-complete, [Hend9), if every consistent theory
I’ C L is satisfiable, i.e for every I' C L,

if I' I/ o, for some ¢ € L, then there exists m € M such that mIFT".  (B.15)

On the other hand, it is said Henkin-sound if the converse (of [B.15]) holds. Moreover,

Z is called weakly Henkin-complete if every consistent formula is satisfiable.
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Proposition B.5.3. [MDT09] Let £ be a logic system. The following properties
hold.

1. If £ is sound and has a falsum, both model-theoretic and proof-theoretic, then
it s Henkin-sound.

2. If £ is Henkin-sound and M is not empty, then it is consistent.

Proposition B.5.4. [MDT09] A (weakly) Henkin-complete logic system with falsum

and negation, both of them model-theoretic and proof-theoretic, is (weakly) complete.

Finally, a Hilbert calculus .7 = (£, R) is said to be a (weakly) complete (resp.
sound) axiomatization for a satisfaction system . = (£, M, IF) if the logic system
(L, M- F ) is (weakly) complete (resp. sound). And, we may denote simply by
(L, M, IF, ).

In this sequel, we adopt the common understanding of omission of parenthesis.

B.6 Examples

We present, in this section, some relevant logics system for the sequel, to illustrate
the previous notions.

B.6.1 Propositional modal logic

The set of formulas of propositional modal logic, PML, is obtained from the
language for CPL, by adding a new connective O called box [BARVO01].

Let A be a set of propositional symbols. The set of formulas Lpy (A) is defined
by
pu=al (=) (¢=v)[ (Tp) (B.16)
with o € A.

The semantics is defined over tuples K = (S, R, V), called Kripke structure,
where S is a not-empty set (of states), R C S x S is a relation (of accessibility), and
Vi A — 25 is a (valuation) function.
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The function V : A — 29 can be extended to all formulas by induction on their
structure:

Vi(a) =V (a)
V(=) = S\ Vi();
o Vik(p=¢)=(S\Vk(p1)) U Vk(p2);

Vik(Op) ={se€ S:(s,s) € Rand ¢ € Vk(¢)}.

We have the (local) satisfaction system .75, (A) = (Lon (A), ME,,., IF5, ), where
ML, is the class of pairs (K, s) constituted by a Kripke structure K = (S, R, V')
and a state s € S. The relation IH,, is defined for (K, s) € M&,, and formula o,
by

(K,s) bo @ 1T s € Vi(p).

We define the size of a formula ¢, denoted by size(p), as the number of symbols
necessary to write it. For a Kripke structure K = (S, R, V), we define size(K) as
the number of states in S and pairs in R.

The satisfaction problem for .74, (A) was addressed in [Lad77] and proved to
be PSPACE-complete. Moreover, in [FL79] it was showed that if a formula ¢ has a
model, then it has a model with at least 2°7*¢() states. In [CES82], the model-checking
problem for .74, (A) was determined to be linear, O(size(p) X size(m)).

Let Mpy. be the class of all Kripke structures. We define a (global) satisfaction
relation IFpy,, for K = (S, R, V) € Mpy, and formula ¢, by

Klrow ¢ iff  Vi(p) =S

So, we have the (global) satisfaction system Zpp (A) = (Lom (A), Mpwi, Feme) -

The Hilbert calculus AXG,, is obtained from the calculus AX¢, by appending
to it the axiom K and the necessitation rule N:

K (O(p1 = »2)) = ((Op1) = (Op2));

N ¢ (Op).
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And, we write AXpw < AXep + K + N.

In [Kri63] it was proved that the calculus AXpy, is a sound and weakly complete
axiomatization for the systems .75, (A) and .Zpu (A). In addition, the satisfaction
problem for %, (A) was proved to be EXPTIME—complete in [Hem96].

A pair (S, R), obtained from a Kripke structure (S, R, V), is called a frame.
Another (global) satisfaction relation IFL, is given, for ¢ € Lpy (A) and frame
(S, 1), by

(SSRYIFE o iff (S R, V) IFpw @, for all valuations V : A — 27,
The axiomatization AXpy, is sound and complete for the satisfaction system
fo/lL(‘/\) = <£PML(A>7M§ML7 “_II;ML>7

where by M2 we denote the class of all frames.

B.6.2 Propositional mu-calculus

In [Koz83|, Kozen presents an enrichment of PML by introducing a fixed point
operator to its signature. Given a set of propositional symbols A and a set of
propositional variables =, the set of formulas Leyc(A, Z) of the propositional mu-
calculus is

pu=al (o) [ (e=¢) ] (@) ] (up) (B.17)

with @ € A, and £ € =. Moreover, in (uyp), if the variable £ occurs in ¢ then it
must be in scope of an even number of negations.

As models we take again Kripke structure (S, R, V'), but now with V : AUZ — 25.
The extension of the valuation V' to all formulas is now accomplished by setting

Vic(pép) = ([T € 5 : Vi[€ = T](p) S T} (B.18)

By Vk[€ <= T] we mean the extended valuation V' such that V'(¢) = T and it is
identical to V' otherwise.

Traditionally, the model-checking and satisfaction problem are defined over the
local satisfaction system. It was determined that the model-checking problem is
in NPNco-NP [EJS93|, and later, in the case of satisfaction, that it is EXPTIME-
complete [EJ00].
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The Hilbert calculus AXpyc def AXpn +S+MU, given in [Koz83|, for the global
satisfaction system pyc is weakly complete [Wal95]:

S (pl€ + o] = pép);
MU (¢1[€ < 2] = @2) F (u§p1 = p2),

where by ¢[¢ < 9] we denote the formula obtained from the formula ¢ by substi-
tution of all free occurrences of £ by the formula .

B.6.3 Computation tree logic

An important logic in verification is CTL [CE82|, the computation tree logic.
Given a set of propositional symbols A, the set L (A) of formulas is given by

pu=al (=) (p=v)] (AB)

B = (Xe) | (pUp) [ (Gyp)

where a € A. For formulas A(Gy) and A(Xy) we omit the parentheses and write
AGy and AXy, respectively. The other temporal connectives are introduced as
abbreviations:

o Fp = (TUy);

o EXp = ~(AX—p);

o EFp 2 ~(AG-yp);

o EGp 2 ~(AF—y);

o E(p1Ups) Z ~(AGp2) A ~(A(=p2U(=2 A 2))).

The semantics of CTL is defined over Kripke structures. A possible path in
K = (S,R,V) is a sequence m = 7(0)7(1)... € S¥, such that (7(i),7(i + 1)) € R,
for all ¢ > 0. Let Lx C S“ be the subset of all possible paths in K. In order to
extend the valuation V : A — 2% to all formulas we need also to extend it to path
formulas, such that Vi () C S¥. Taking into consideration the previous used rules
for negation and implication, we add the additional rules:
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o Vik(AB)={seS: forall m € Lx with 7(0) = s,m € Vx(B8)};
o Vk(Xp) ={m€ Lk :7(1) € Vk(p)};

o Vi(piUpg) ={m € Lk :3i>0,7(i) € Vk(ps), and Vj < i,7(j) € Vk(¢1)};
o Vi(Gp)={meLk:Vi>0,n(i) € Vk(p)}.

As in the previous examples, Kripke structures define a local .74 (A) and a
global .1 (A) satisfaction system.

o is EXPTIME-complete [EH85| [FL79], and the
model-checking is linear on sizes of the formula and the model [CES82] I[CESS6], [(QS82].

The satisfaction problem for .7

Consider the following set of axioms and rule:

C1 EX(1 V ¢s) < (EXp, V EX,):

C2 A(p1Upa) < (02 V (91 A AXA(01Up2)));

C3 AG(p1 = ¢2) = (EX¢; = EXpy);

C4 AG(ps = (2 AEXp3)) = (03 = (A(p1Up2)));

C5 AG(p3 = (mp2 A (p1 = AXp3))) = (93 = (mE(p1Up2)));
CG ¢ (AGy).

The Hilbert calculus AXer, 2 AX e +{C1, C2, C3, C4, C5, CG} is sound and

weakly complete for both systems [EHS5].

B.6.4 Linear temporal logic

Another popular logic in Verification is LTL [Pnu77], linear temporal logic. The
previous consider set of path formulas can be extended with boolean operations and
considered as a satisfaction system #+ (A) = (L1 (A), My, ) over paths. The
linear temporal logic has a single-sorted signature with set of formulas:

pu=al (=) [ (e=¢) [ Xe)[ (p1Up2)

where o € A. And by abbreviation we obtain the other temporal connectives:
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o Fo 2 (TUp);
ab
o Gy = —F(—p).
The class of models M. consists of pairs (K, m), where K = (S,R,V) is a
Kripke structure and m € Ly (where as before Ly is the set of possible paths in K).

Using the rule
Vik(a)={m € Lk : 7(0) € V(a)}, (B.19)

the correspondent set-theoretic operation of negation and implication, and the above
rules for temporal connectives X and U, we extend the valuation V : A — 25 to all
path formulas ¢, such that Vi () C S“.

The satisfaction relation Ik 1 is defined for a model (K, ) and a formula ¢ by

<K’ 7T> H_LTL (p iﬁ Vs E VK(QP).
Consider the following axioms and inference rule:

L1 (G(p1 = 3) = (Gpy = Gyy));

(

X(=p) & (=Xp));
(
(

=

4 (G(p1 = X)) = (o1 = Ga));

(
(
(
(
(p1Up2) < (w2 V o1 A X(p1Up2));

The set AXir, 2 AXcp +{L1,L2,L3,L4, L5, LG} is a sound and weakly com-

plete Hilbert calculus to the satisfaction system .71, [GPSS80]. The satisfaction
and model-checking problems are PSPACE-complete [SC85|. In particular, is it
proved in [SC85| that every satisfiable formula ¢ has an ultimately periodic model of
size less than 2%2¢(@)+1 4 gsizele)+1 4 o 4 finite path with a initial segment of length
less than 2°%¢@)+1 followed by loop of length less than 45¢(#)+1,

In the sequel, we will be also consider Kripke structures where the valuation is
V : S — 2% and V(s) will be treated either as a subset of A or as a function.
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B.6.5 Real closed fields

In order to preform reasoning over probability values, we need in general to
have all valid formulas about real numbers. For that purpose, we consider the
decidable first-order theory of real closed fields, RCF, over the non-logical symbols
{=,+,.,<,0, 1}, [Tarb1].

Given a denumerable set of variable X = {x1,zs,...}, the first-order language
Lrcr(X) of RCF is given by

te= 0] 1] =] (t+1t)] (¢1)
pu= (=00 <)) (=) (p=0) [ (V)

with z € X.

The semantics is defined over the domain R and given by assignments v : X — R
such that:

e the denotation of terms [t], is defined by

o
==
2

t1 +tao]y = [ty + [t2];
ty. tz]] :[[ ]]w-[[tZ]]%

-1
-1
= [#], = ( );
-1
-1

e the satisfaction relation IFger is given by

— 7 lFger (tl ) iff [[tl]]v = [[t2]]~/§
— Y lrer (t1 < o) iff [t1], < [to]+;
— 7 Irree (7) ¥ Wrer ¢
(1 = @2) I 7 Wrer 1 01 7 Ihger 2

— 7 lkrer (V) iff 4 Irpee for all assignments 7' ~, v (z-equivalent
to 7), i.e such that + agrees with ~y in the values of all variables different
from x.

-7 IFrer
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And we write Frer(X) = (Lrer(X),R¥IFrer) to denote the RCF satisfaction
system.

One of the main characteristics of RCF is that it has elimination of quantifiers
[Tar51l [Hod93|, i.e for each formula ¢(z1,...,x,) (where z,...,x, occur free in
) it is possible to build a formula ¢, (z1,...,z,) with the same free variables and
without quantifiers, such that v IFgee ¢ iff v IFree 9, for all v € RX. And the
decidability of it is a consequence of the fact that it has quantifier elimination.

Consider the axiomatization AXgc, [Tar51l, [Sho67], given by adding to the first-
order axiomatization AXg,, the following axioms:

F1 VaVyVe((z +y) +2) = 2+ (y + 2);

F2 Vz(z + 0 = x);

F3 Vady(z +y = 0);

F4 VaVy(z +y =y + 2);

F5 VaVyVz((z.y).z = z.(y.2));

F6 Vz(z.l = z);

F7 Va((z #0) = (3y(z.y =1)));

F8 VaVy(xz.y = y.x);

F9 VaVyVz(z.(y + 2) = (v.y) + (2.2));
F10 (0 #1);
F11 Vz(—(z < 2));
F12 VaVyVz((z < y) A (y < 2) = (z < 2));
F13 Vavy((z <y)V(z =y) V (y < x));
F14 VavVyVz((z < y) = ((z +2) < (y+ 2)));
F15 Vavy(((0 < 2) A (0 <)) = (0 < z.y));

F16 Vz((0 < z) = (3y(y.y = 2)));
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One has that axioms F1-F10 are the field axioms, axioms F11-F13 are the
axioms for linear orders, axioms F14-F15 are the additional axioms for ordered
fields, and axioms F16-F17 are the additional axioms for real closed fields. The
set of valid formulas over the class of all real closed fields is exactly the set of
formulas valid over all the real assignments in R*. Therefore, the axiomatization
AXgcr for RCF, [Tar51], is a sound and weakly complete axiomatization for Zgce (X).
Moreover, the satisfaction problem for e (X) is in general 2EXPSPACE, but for
the existential fragment (formulas of the form Jz;...3Jz,p(x1,...,x,), with just
existential quantification) the problem can be solved in PSPACE [Can88§|, and a
witness (assignment) can be obtained in EXPSPACE [BPME03].

For the sequel, another important fact is that all algebraic real numbers can
be represented by a RCF existential formula [Tar51, BPMFO03|. Hence, this fact
allows us to integrate algebraic number into the logic language. The next example
illustrates this property.

Example B.6.1. Consider the RCF formula

o(ry) =Fr((e1 + 1+ Do+ (1 +1)aze=0)A (0 < z1) A (22 +1=0)).

The variable xo represents the value —1 and we have that v lFrer (1), for assign-
ment v : X — R, if and only if v(z1) = 1+ V2.

Let Alg(R) be the countable set of all algebraic real numbers. For each algebraic
real number r € Alg(R) we consider the RCF existential formula ¢, (x), with one and
only one free variable € X, such that for all v : X — R, v IFger @ () iff y(z) = r.

Finally, we remark that the satisfaction system defined in this example Fger(X)
and its properties will be fundamental to obtained the main results of Chapter Bl
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